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Setting the Scene

Consumer price indices are the gauge used to assess price stability, which makes 
them the single most important measure for central banks’s monetary policy-
making. With the advent of scanner and web scraped data, “big data” sources are 
increasingly finding their way into consumer price indices internationally. This 
second part of the special issue on “Big Data and Statistics” is devoted to 
developments in the use of scanner and web scraped data for consumer price 
indices.
The underlying questions of the four papers in this special issue are to what extent 
Big Data are different, or similar, to more traditional data sources such as the collec-
tion of prices in the field, and how they change the process of producing consumer 
price indices. While both approaches share the obvious same target – measuring the 
average rate of change in consumer prices – how this number is derived differs in 
multiple ways. First and foremost, scanner and web scraped data give access to a 
much broader continuum of products than classical sampling allows. The supposedly 
better coverage of goods and services comes at a cost, though: churn due to new and 
disappearing products, i.e. a dynamic product universe. Moreover, quantities sold 
(with scanner data) or at least a popularity ranking (from websites) become available 
too, thus allowing the calculation of weighted indices rather than the need to rely on 
unweighted formulae. The cost here is chain drift, i.e. the index might show spurious 
trends over time.

In this introduction, we put the four papers into perspective vis-à-vis the value 
chain of scanner and web scraped data, considering three stylised phases: i) 
collecting data; ii) processing data; and iii) disseminating results. We conclude by 
looking at some further issues for research in this field.

Collecting Data

Thanks to the pioneers in using these new data sources, there are now best prac-
tices for collecting scanner and web scraped data. The Eurostat Practical Guide 
for Processing Supermarket Scanner Data (2017) lists recommendations, which 
generically apply also outside the realm of supermarket scanner data. In particular, 
building a relationship with the data owners appears to be key. Supermarket chains 
and online retailers were afraid that their data might be misused by their competitors; 
once mutual trust is established, these reservations can be eliminated.

In terms of scanner data an arrangement might take the form of a quid pro quo, i.e. 
the data providers get some kind of market benchmarks as well as data analyses in 
return for their figures. In no case are micro data or competitor information 
disseminated. For web scraped data, the owner of the website might be open to 
provide an application programming interface, better known as API, rather than 
block the sta-tistical office’s IP address if they understand who uses their data for 
which purposes.
Another approach to the collection of data is the establishment of a legal framework 
that allows statistical offices access to such sources. Details on this will very much 
depend on institutional arrangements at the national level.
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Independently of the desired or feasible level of aggregation in terms of time, outlets 
and regions, experimental data sets should be tested before establishing the data 
flows in production. On both ends, there are many technical issues to be resolved 
such as transmission format or data storage.

Processing Data

There have been several approaches to further break down the second phase, proces-
sing data. Though by and large similar they differ due to institutional arrangements 
such as the statistical office’s current approach to consumer prices. Typical steps 
include but are not limited to the automatic classification of products, intermediate 
aggregation of “homogeneous” products, rule-based filtering of observations and the 
calculation of the final index.

In the same vein, Marie Leclair and co‑authors review how a number of questions 
have been addressed in France in relation to price aggregation to produce indices, 
handling quality adjustments, classifying goods by homogeneous product variety 
and product relaunches and promotions.

Classification

The vast amount of products can no longer be classified to COICOP or breakdowns 
thereof manually but only automatically. The classification might come from the data 
owner, at least to some extent. Supermarkets, for example, have their own classifica-
tion for scanner data which might be useful to this end. The same holds true for web 
shops, where the products might be presented in a structured way. However, should 
this information not be available or sufficiently detailed for the purpose, one has to 
rely on supervised machine learning techniques. Yet, this requires the construction 
of a small labelled data set in order to train the algorithm.

Initially, all products need to be classified. In addition to information from the data 
owner, typically product codes (such as GTINs), descriptions (i.e. text) and other 
metadata (e.g. size) are available. A major challenge in this respect is feature engi-
neering. In most cases, product descriptions are not natural text but use specific 
vocabularies and rely on different kinds of shorthand. Product codes, in general, fol-
low some kind of a structure. Also, every month new products will appear and need 
to be classified as well. Already classified products should not be re-classified in this 
exercise. Nonetheless, the quality of the classification over time should be assessed. 
A further complication is the identification of re-launches, e.g. when the very same 
product is sold in a different packaging but gets a new product code.

Product Aggregation

A first step in the calculation of elementary indices is the definition of the so-called 
homogenous product. Due to product churn and the sheer amount of observations, 
the classical fixed basket approach would only be viable if a small but fixed sample 
was drawn from the data. With the approach of using most of the data gathered, a 
trade-off between product homogeneity and product continuity arises. In this case, 
the problem is elevated by re-launches, whose identification is not at all straight-
forward.
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The dilemma here is that it is per definitionem impossible to come up with an opti-
mal solution. It is advisable to test different scenarios for the product definition and 
investigate a homogeneity measure and a continuity measure independently as well 
as their development over time rather than a single summary statistic. In particular 
high churn and seasonal products need special attention; for consumer electronics, 
say, hedonic quality adjustment might still be the best option. Eventually, product 
continuity must not be bought at the expense of (unit value) bias.

As an example of implementation, Can Tongur discusses the issue of preserving the 
fixed basket approach, despite the introduction of scanner data in Sweden, and why 
the traditional manual item replacement strategy, with quality and quantity adjust-
ments, is still a relevant method to ensure comparability.

Filtering

If a fixed sample is drawn from the data, the problems associated with scanner and 
web scraped data are similar to the situation of traditional price collection and 
include imputation and quality adjustment. If the intention is to use most of the 
available information, on the other hand, some rules are necessary to pre-process the 
raw data. Filters usually remove product codes that are not representative over time, 
observations considered to be suspect and potentially products with low sales or that 
are likely to be dumped.

Product codes that are not representative include product groups out of the scope (e.g. 
clothing for supermarkets) and generic codes used by the data owner in a non-stable 
manner. Suspect observations refer to both outliers, e.g. unusually low or erroneous 
prices, and influential products, e.g. extreme expenditure shares or high leverage. 
Low sales filter introduce a coarse weighting, leaving only the relevant products 
in the index, thus mimicking a weighted formula. Dump filters try to minimise the 
downward effect of disappearing products in clearance sales.

Index Calculation

After the data set has potentially been further edited, e.g. imputations for missing 
prices, the final index can be calculated. Choices include a fixed basket with a bila-
teral formula and multilateral approaches in a dynamic product universe. In no case 
should weighted indices be chain-linked at a high frequency such as monthly. These 
have shown to be subject to severe drift.

If a bilateral approach is chosen, we are again very much in the same situation as 
with traditional price collection. The major difference now is that, if scanner data are 
used, weights from the current period and formulae such as Fisher or Tornqvist can 
be employed. On the contrary, if a multilateral approach is chosen, several decisions 
have to be taken: which particular multilateral approach should be implemented 
using how many months as the estimation window and how should the dissemina-
ted time series be extended in real time without revisions? There is no consensus 
on the “right” answers here and it might be more straightforward to search for 
robust methods – those that produce reliable estimates even for challenging product 
groups – rather than some economic or statistical justifications.
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Though now used in intertemporal comparisons, multilateral approaches originally 
come from the literature on international purchasing power parity comparisons. While 
these approaches are, hence, obviously not tailored to the problem at hand, they do the 
trick and ensure freedom of chain drift, which is considered a conditio sine qua non. 
Plenty of methods have been suggested for interspatial comparisons but the following 
three emerged to be preferred in the time domain (in no particular order): time- 
product dummy (TPD), Geary-Khamis (GK) and Gini-Eltetö-Köves-Szulc (GEKS). 
The TPD method derives the price index from a log-linear regression framework, the 
GK method does it through the solution of a harmonic eigenvalue problem, and the 
GEKS method transitivises bilateral indices through geometric averaging.

While all of three aforementioned approaches satisfy circularity, that is the chain- 
linked index defined as the product of the short-term indices is equal to the direct 
index, when data for the next month are added the entire time series would be subject 
to revisions. When using any of these methods this is, unfortunately, unavoidable. 
To circumvent the problem of revisions, the estimation window is shifted forward 
while keeping its length fixed and the new index is spliced onto an already dissemi-
nated figure. Typically, the estimation windows should cover no less than 13 months 
and the splicing is performed onto the previous month (movement splice), the same 
month in the previous year (window splice) or something similar.

There is a growing literature on how long the estimation window should be, which 
proves particularly challenging for strongly seasonal items exhibiting trends, and 
how exactly the extension should be performed. Since chain-linking of consumer 
prices indices is today the standard, at least the latter question might be answered 
by looking at the way the overall index is calculated. Evidence points to that some 
kind of anchoring mitigates path dependency of the index; the classical chain-linking 
approaches reflect this by either referring to the average of the previous year (annual 
overlap) or the last quarter/month of the previous year (one-quarter/month overlap).

A final word in this respect is due. While it is already regressive to invent yet another 
approach which comes closer to the fully transitive benchmark index with one or 
the other data set, there is a severe complication with that benchmark particularly 
when products are seasonally unavailable. Extending the time window has a contrary 
effect: the index loses what is known as “characteristicity”. What does that mean? 
The relative differences in price levels of the products are accounted for implicitly 
by multilateral methods. This adjustment is an average over the estimation window. 
However, should products within the elementary aggregate show differing trends, 
that time average is just wrong (it is not “stationary”). For strongly seasonal items 
expressly this can lead to obscure index numbers in the benchmark and different 
estimation windows can lead to hugely divergent time series.

An illustration of index calculation is found in the article by Antonio G. Chessa  
& Robert Griffioen; more precisely they investigate whether web-scraping of online 
prices of consumer goods is a feasible alternative to scanner data given the lack of 
transaction data.

Disseminating Results

Most likely, statistical offices will not disseminate very detailed information, above 
all not if it would allow identification of a data owner. Thus, the elementary indices are 
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aggregated from that level, and potentially even a regional breakdown, to COICOP 
using weights from business statistics, for example. But this also means that data 
users, more often than not, get just the same level of detail from the publication 
using scanner and web scraped data as they get from traditional price collection. 
In this sense, statistical offices might be using big data sources but they are still 
disseminating “small statistics”.

Furthermore, indices from scanner and web scraped data have shown to be more 
volatile than traditional indices. While the traditional price collection of matched 
models shows little to no noise in the price developments, the new methods intro-
duce a lot of noise in the time series. This is all the more true for weighted indices 
and using scanner data. Basically, and despite the estimation window, multilate-
ral methods perform cross-section averaging only. An area for further research 
is whether time averaging can help in dampening the noise and amplifying the  
signal component.

A notable exception in the level of detail disseminated is Isabelle Léonard and 
co‑authors who calculate indices that measure differences in consumer price levels 
between different areas of metropolitan France, focusing specifically on food pro-
ducts sold in supermarkets.

Wrapping Things Up

Recent developments now allow the standardisation of implementing scanner 
and web scraped data across different statistical offices. As regards scanner data, 
the Dominick’s Finer Foods data set is publically available from the University of 
Chicago Booth School of Business to build capacity.1 Several workshops have been 
developed in using different tools for web-scraping that only need adaptation to the 
specific case at hand.2 For the calculation of indices, a beta version of an R package 
is available that enables the use of the most common methods.3

The update of the 2004 Consumer Price Index Manual will include a research 
agenda, which of course includes scanner data and web-scraping. It does not put into 
question the very approach from the standpoint of economic theory, though – which 
is also due to its intention of being more practically applicable. So-called cost of 
living indices recognise that quantities consumed depend on prices. They do not, 
on the other hand, recognise that consumers stock-pile a product when it goes on 
sale, thus violating a basic assumption, i.e. purchases of goods made during a period 
coincide with the consumption of these purchased goods within the period. But  
cross-production substitution is dwarfed by intertemporal substitution and, as a 
consequence, static estimation may provide misleading results.

Finally, scanner and web scraped data represent an admittedly “big” but biased 
non-probabilistic sample – not the population. There are transactions that are in the 
scope but are not recorded electronically, not available to the statistical office, dele-
ted in the filtering step, cannot be matched or linked, and so forth. After all, not more 
data are better, better data are better. Scanner and web scraped data can be very 

1. https://github.com/eurostat/dff
2.  https://unstats.un.org/bigdata/taskteams/scannerdata/workshops/Presentation_webscraping_Bogota_Statistics%20Belgium.pdf
3. https://cran.r‑project.org/package=IndexNumR

https://github.com/eurostat/dff
https://unstats.un.org/bigdata/taskteams/scannerdata/workshops/Presentation_webscraping_Bogota_Statistics Belgium.pdf
https://cran.r-project.org/package=IndexNumR


11

Introduction – The Value Chain of Scanner and Web Scraped Data 

ECONOMIE ET STATISTIQUE / ECONOMICS AND STATISTICS N° 509, 2019

precise but at the same time may have limited accuracy. The danger lies in blindly 
trusting that these new data sources must give us better answers; in fact, big data are 
not capturing all transactions, just some, and we might not even know which ones 
are missing. That is why the combination of more traditional data with big data is the 
ticket to reducing coverage bias. 
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When consumers pay for their purchases 
in shops, the barcodes (also known 

as GTIN for Global Trade Item Numbers or 
EAN for European Article Numbering) of the 
goods purchased are scanned. The quantities 
purchased and the prices linked to each bar-
code are recorded in the process. The data, 
known as scanner data, are high in volume 
with 1.7 billion records per month for large 
retail chains. Retailers have centralised and 
used these data for a number of years for 
administrative and market research purposes. 
The data are of immense value in compiling 
consumer price indices (CPIs), offering sta- 
tisticians comprehensive price information and 
sales data for supermarkets and hypermarkets, 
which the conventional collection methods do 
not offer at present. This wealth of information 
can be used to build a more accurate, detailed 
and well‑fitting CPI. It also raises a number 
of issues, especially with regard to the volume 
of information to be processed, which limits 
manual intervention.

In France, the proposed approach for using 
scanner data in the CPI involves using all 
available scanner data, while also maintai-
ning the existing CPI methodology and under-
lying concepts. In the context of the existing 
CPI, scanner data therefore represent a new 
source of data, the use of which should not 
result in a break in the series of inflation, as 
the underlying concepts remain the same. 
This approach that has not been replicated 
in other European countries (which initially 
oscillated between sampling scanner data to 
recreate existing CPIs, and amending statis-
tical methodologies to accommodate the high 
volume of data), raises a number of statistical 
issues, even where the methodology remains  
unchanged.

Scanner data must effectively address key 
questions in the construction of indices, such 
as selecting aggregation formulae to incorpo-
rate observed prices within an index, as well 
as how to account for changes in the quality 
of goods consumed. This article looks at the 
various decisions made in the French scanner 
data project, with respect to the current defi-
nition of the CPI. Scanner data currently used 
for statistical purposes only cover a portion of 
household consumption1, food, personal care 
and household cleaning products sold in super-
markets and hypermarkets. For other con-
sumption (e.g. other forms of sale, other goods 
and services), the existing CPI methodology 
and data collection methods are retained.

Methodological Advances Enabled 
by Scanner Data1

Improved Sampling of Tracked Products

The CPI is a fixed‑basket, annually chain‑ 
linked Laspeyres index. Over a one-year 
period, its measurement involves tracking 
the price of specific products every month at 
the same outlets (Box 1). This way, we can 
be sure that the observed change in prices is 
not related to changes in the quality of goods 
consumed. Selection of tracked products must 
reflect household consumption patterns. With 
complete information about household tran-
sactions, it would be possible to use random 
sampling to select products for the CPI. Using 
the traditional approach, in the absence of this 
information, we rely on estimates of house-
hold consumption expenditure based on a 
classification comprised of around 300 basic 
groupings, known as sub-classes. The relative 
expenditure weights assigned to each subclass 
are based on data from national accounts. In 
such conditions, the sample is constructed by 
using quotas: Insee price collectors select pro‑
ducts and take a monthly observation of their 
price, while ensuring a fixed number of obser-
vations for a given product consumption seg-
ment and form of sale. Quotas rely on a range 
of data sources (e.g. national accounts data 
for the weights of each item heading, business 
sources for forms of sale or product ranges, 
etc.). Urban areas within which price statisti-
cians record prices are randomly determined, 
in proportion to their importance in household 
consumption (Jaluzot & Sillard, 2016).

The absence of a sampling frame does not 
allow for random sampling and the absence of 
probability sampling prevents measurement of 
the index’s accuracy. On the other hand, scan-
ner data (Box 2) provide a complete picture 
of sales for each good, outlet and day of sale 
for supermarkets and hypermarkets. By not 
employing sampling methods and basing the 
index on the completeness of sales data2, the 
method adopted here, we are able to eliminate 
this random component.   

1. While scanner data exist for other products, it cannot be used in the 
CPI due to specific issues with data collection (i.e. no single central data-
base), identification (e.g. no barcode reference) and replacement (e.g. 
high turnover of consumer electronics or clothing products) – see Box 3.
2. Specifically, the goods included in the scanner data basket corres­
pond to all goods, listed in a product category and still available in 
December of year A–1; the inclusion of seasonal goods, out of season in 
December, needs to be further explored. Products that are too specific 
and not amenable to listing within an established product consumption 
segment, and which would be difficult to track due to the temporary 
nature of the consumption segment, are not included in the basket.
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Box 1 – The Consumer Price Index (CPI)

The CPI measures movements in the price of goods 
consumed by households. Prices of a fixed basket 
of goods are tracked on a monthly basis in order to 
measure “pure” price movements at constant quality. 
It is a Laspeyres index, with the various consumption 
segments weighted by their observed share in house-
hold consumption. Weightings are no longer known 
at a level more detailed than consumption segment, 
and assumptions are made in individual price aggre-
gation. The CPI uses the Dutot and Jevons formulae.

To ensure that the index remains representative of 
household consumption, the weightings and basket 
of tracked goods are updated every year; the CPI is 
an annualised chain-linked index. Where a product is 
discontinued during the year, it is replaced by a similar 
product and a quality adjustment is made to address 
the difference in quality between the replaced and 
replacement products.

The CPI is a monthly index; the provisional index is 
published on the final business day of the month, 
with the final index released fifteen days after the 
end of the month. The final index is not subsequently 
revised. The short time frames for revision place tight 
constraints on the CPI compilation process.

The harmonised index of consumer prices (HICP) 
is an index comparable with price indices in other 
European countries. Its methodology, coverage 
and frequency are defined in great detail in an 
EU regulation. The HICP methodology is broadly 
the same as that for the CPI, except for the con-
cept of tracked prices (the CPI uses gross prices, 
while the HICP uses net prices adjusted for social  

security payments) and coverage (the CPI excludes 
non-market goods).

At present, the CPI is compiled using two types of 
sources: prices collected by Insee price collectors in 
the field (approximately 200,000 readings every month 
in urban areas representative of France as a whole) for 
a range of forms of sale (including online); and prices 
collected centrally, either because the prices of the 
items are uniform across the country (e.g. telecommu-
nication services, electricity, tobacco, etc.), or because 
databases can be used to calculate price movements 
(e.g. CNAM data for health care services). The CPI is 
representative of all market goods and services con-
sumed by households in France. Consumption may 
be broken down based on an international classifica-
tion by purpose of consumption known as COICOP 
(Classification of Individual Consumption by Purpose).

Scanner data is not operable for all household con-
sumption: for example, services are not tracked using 
barcodes; items of fresh products do not have a GTIN 
but instead have barcodes specific to each outlet. 
Furthermore, not all forms of sale centrally collect 
scanner data (e.g. small independent grocery stores) 
or use barcodes (e.g. markets). Lastly, some products 
are more difficult to track automatically (e.g. clothing, 
consumer electronics) due to the rate of replace-
ment of these products. Therefore, the first stage of 
the project is limited to factoring supermarket and 
hypermarket scanner data in production of the CPI, in 
metropolitan France, for food and drink (COICOP clas-
sifications 01 and 021), personal care and cleaning  
products (0561, 09342, 12132). The existing CPI will 
be retained for all other item headings.

Box 2 – Scanner Data

Scanner databases have been used for a number of 
years in retail information systems, which use data in 
stock management and for marketing purposes. Insee 
receives daily scanner data, aggregated by outlet and 
item. Data consists of the quantity of an item sold in a 
store (irrespective of the number of customers making 
purchases), the value of sales generated, a short item 
description and the item’s listing on the retailer’s own 
classification system. Where these are not provided, 
prices are obtained by dividing the value of sales by 
the quantity of items sold. 

Outlets are assigned an identifier unique to the retailer; 
items are identified by their GTIN (Global Trade Item 
Number) or using an identifier unique to the retailer, or 
in some case to the outlet, indicated on the barcode of 
items. The GTIN is an identifier for manufactured items 
administered internationally by GS1, whose role is to 
facilitate collaboration between commercial partners, 
organisations and technology service providers. Each 
manufactured item corresponds to one single GTIN 
for a given period of time. To complement these scan-
ner data, Insee acquires barcode and point-of-sale 

dictionaries from a market research company. The 
barcode dictionary features a very precise description 
of the product using approximately twenty variables. 
Some variables are common to all product groupings 
(e.g. product brand or volume); others are unique to 
each grouping (e.g. fat content in yogurts). This dic-
tionary covers consumer goods at large food retailers.

The first methodological studies using scanner data at 
Insee were carried out in 2011 on weekly aggregated 
data for seventeen groupings of products (e.g. yogurts, 
oils, coffee) sold at 1,000 outlets in metropolitan France  
– excluding Corsica – for six different retailers. The 
data used was for 2007 to 2009. 45-50 million obser-
vations were studied for each of the three years. As 
weekly aggregation was used, the price studied was an 
arithmetic mean of daily prices weighted by quantities 
sold. Using these data, studies on quality effects were 
also carried out.

From 2013 onwards, studies were based on daily data 
released by five retailers with a combined approxi-
mate market share of 30%.
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A New Method of Price Aggregation  
in Index Compilation

Using all available scanner data raises issues 
in relation to price aggregation. In mo -
ving from individual prices per product to 
an overall index, the choice of aggregation 
method will have a significant influence on the  
price index.

At present, the price of a given good is only 
recorded once per month. To avoid cluster 
effects, i.e. correlations in price movements 
at the same outlet, a single price measure-
ment is taken at the same outlet for a given 
consumption segment. For example, at super-
market A, a 150g can of brand‑X peas is 
recorded on the first Thursday, and no other 
can of peas will be recorded during that month 
in supermarket A. Furthermore, not being 
able to know the value of sales for each pro-
duct leads to apply equal weighting to items 
of a same category followed within a given  
urban area.

Scanner data provide considerably more accu-
rate transaction information; more prices are 
collected and more information is made availa-
ble regarding the share of each product in total 
expenditure: the value and volume of sales at 
supermarkets and hypermarkets and, there-
fore, the average price charged each day, are 
known in every store for each item (the prices 
of all cans of peas are known for all days on 
which sales take place). It is therefore possi-
ble to adapt aggregation formulae for observed 
prices as a proxy for ideal conditions: price 
aggregation for a product category between 
outlets (spatial aggregation – the price of cans 
of peas sold at different stores), but also at the 
outlet (product aggregation – all cans of peas 
of all brands sold at a given store) and also for 
a given product – temporal aggregation – as the 
price is known at different times of the month 
(i.e. the prices of a can of brand‑X peas are 
recorded at different times of the month). The 
two latter types of aggregation are not practi-
cal using the existing CPI collection method.

Spatial and Product Aggregation

At present, because a single price is recorded 
during the month at a given outlet for a given 
consumption segment, the first unit of aggre-
gation involves aggregating prices observed 
in various outlets for a given product cate-
gory and urban area. In the absence of detailed 

consumption data (the share of peas sales in 
supermarket A in comparison to sales in super-
market B), prices are given equal weightings. 
At this level, two price aggregate formulae 
are used in international standards (IMF 2004, 
Eurostat 2013) and are both used to construct 
the French CPI:

1) The Dutot index ( Ik m
D
, ) – price movements 

are measured in comparison with mean prices 
for different months of the year, with mean 
prices calculated using a simple arithmetic 
mean of prices collected in each urban area; 
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The selection of either formula is based on 
both statistical criteria and economic consi-
derations. The Dutot index, while more intui‑
tive for the general public, tends implicitly to 
assign higher weights to products with higher 
prices and is not therefore appropriate for cap-
turing average price movements for dissimilar 
products, consisting of products of variable 
quality, such as washing machines, for which 
considerable price disparities exist. On the 
other hand, the Jevons index is more suitable as 
it accounts for the effects of dispersion. Where 
product categories are homogeneous, with lit-
tle variation in characteristics or quality from 
one product to another (e.g. the baguette, a type 
of bread very common in France), the more 
intuitive Dutot index can be used. Economic 
theory must also be considered when determin-
ing the appropriate formula (Sillard, 2017):  
the Dutot index is consistent with a Leontief 
consumer utility function (with no substitution 
between goods consumed), while Jevons indi-
ces correspond to a Cobb‑Douglas3 function 
(with unitary elasticity of substitution between 
products). Existing calculations of the CPI 
use a single price observation for a given 
consumption segment at a particular outlet. 

3. The index is expressed as the ratio of optimal costs of baskets of 
goods for the two months under comparison. The consumer’s optimi-
sation problem is based on constant utility with an arbitrary value, as 
the expression for the index is independent. The Dutot index can be 
obtained in the same way, using a Leontief utility function.
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Using the Dutot formula for homogeneous 
consumption segments and the Jevons formula 
for heterogeneous consumption segments, we 
make the implicit assumption that there is no 
substitution between outlets for homogeneous 
products, but that there is for heterogeneous 
products. In other words, the consumer bases 
his/her decisions on prices within the urban 
area for heterogeneous product categories (e.g. 
washing machines) and within the outlet for 
homogeneous goods (e.g. baguettes). 

At a more aggregate level, where weightings 
are known (i.e. weighting of urban areas in 
household consumption, weighting of pro-
duct category in household consumption), a 
weighted aggregate Laspeyres index is used.

With scanner data, selecting these basic indi-
ces is different. Firstly, there are more price 
observations, thus suggesting higher levels 
of substitution (more than one product in a 
given category within a outlet). Secondly, 
the weights of sales for each product and for 
each outlet are known, thus avoiding the need 
to apply equal weightings as it is the case for 
Dutot and Jevons indices.

A number of index number formulae have 
therefore been considered, involving selec-
ting arithmetic or geometric Laspeyres indices 
based on the level of aggregation (e.g. between 
products in a given consumption segment 
within the outlet, between outlets for a given 
consumption segment, between consump-
tion segments), using the weighting in sales 
observed in scanner data.4 The choice between 
an arithmetic and geometric Laspeyres index is 
important when measuring inflation. In terms 
of the consumer’s microeconomic behaviour, 
the geometric mean assumes the possibility 
of substitution of goods, while the arithmetic 
mean assumes that goods are complementary. 
Where goods can be substituted, if the price 
of one good falls in relation to that of other 
goods, the consumer will purchase more of the 
good whose price has fallen and reduce his/her  
consumption of other goods. As such, the 
greater the substitutability of goods, the more 
the consumer benefits from a fall in prices. If, 
on the other hand, substitution is not possible 
between goods, the consumer only benefits from 
the reduction in price in proportion to his/her  
(constant) consumption of the good whose 
price falls. The selection of formulae therefore 
has an effect on the index as the impact of the 
reduction in price of a product is greater with a 
geometric index than with an arithmetic index.

Formula selection was based on the consu mer’s 
assumed behaviour, but also sought to use  
new data from scanner datasets without chan-
ging the underlying assumptions in the existing  
model construction. The possibility of substi-
tution between goods depends on (i) whether 
such goods allow the consumer to achieve the 
same level of utility and (ii) the consumer’s 
knowledge of prices charged for the various 
products at different outlets.4

With respect to (i), defining consumption seg-
ments that can achieve the same level of uti-
lity requires detailed analysis and, as we will 
see below, scanner data, and the attendant 
wider coverage of goods, both facilitates and 
impedes definition of consumption segments 
due to the volume of available data (see Box 3 
for a discussion of issues faced by IT systems 
in processing such high volumes of data). 
Consumption segments are defined so as to 
verify the assumption that there is no substi-
tution between consumption segments. In  
addition to this basic aggregation by consump-
tion segment, aggregation between pro ducts’ 
consumption segments uses a weighted arith-
metic Laspeyres index.

With respect to (ii), obtaining information 
on prices charged in order to decide on and 
substitute between goods entails signifi-
cant search and transport costs. A number of 
assumptions are possible: we could assume 
that the consumer can avail of such informa-
tion at near‑zero cost at the outlet (1), within 
an urban area (2) or, as an extreme assumption, 
for the whole of metropolitan France (3). To be 
consistent with these alternative assumptions, 
price indices for yogurts sold at supermar-
kets between December 2008 and December 
2009 (Table 1) were constructed using four 
formulae: (1) a geometric Laspeyres index 
within an outlet and an arithmetic Laspeyres at 
higher levels of aggregation, (2) a geometric 
Laspeyres index within an urban area and an 
arithmetic Laspeyres at higher levels of aggre-
gation, (3) a geometric Laspeyres index for the 
whole of metropolitan France, (4) an arithme-
tic Laspeyres index within an outlet and for all 
higher levels of aggregation. The year-on-year 
difference in the price of yogurts is 0.65 per-
centage points depending on the two extreme 
assumptions of substitution within metropoli-
tan France (3) and an absence of substitution, 
including at the outlet level (4).   

4. The weighting is based on the whole year A–1, while the base price 
level is that for December.



 ECONOMIE ET STATISTIQUE / ECONOMICS AND STATISTICS N° 509, 201918

Among these configurations and for yogurt‑ type 
products, it seems likely that, at the moment 
of purchase, the consumer reaches a decision 
based on prices, primarily from the selection 
of products sold in the outlet in question and 
not between different outlets. To reach a deci-
sion based on prices at different outlets, the 
customer would need to gain access, within a 
short period of time (allocated to the purchase), 
to complete information on prices and to visit 
the various outlets in his/her area to arrive at 
the required judgements. For goods with low 
transaction costs (i.e. homogeneous consump-
tion segments), this approach is not plausible. 
Therefore, the index chosen in fine aggregates 
products in the same consumption segment 

Box 3 – IT Choice to Ensure Long-Term Processing of Large Volumes of Scanner Data

Studies mentioned in this article were carried out 
using “standard” information technology. Therefore, in 
view of processing times, the technology is generally 
used for well-known consumption segments. Monthly 
production of the CPI necessitates handling the full 
scope of the exercise, which involves processing a 
very high volume of data within very tight time frames 
(an initial CPI estimate for month m is published on 
the final business day of that month). Following tests, 
standard (i.e. relational) databases have not been 
deemed capable of meeting these demands.

Technology that has emerged along with Big Data, in 
particular Hadoop, offer improved processing times 
for huge volumes of data. With respect to relational 
databases, it now allows for the division of data and 
processing over multiple servers. This involves the 
possibility of breaking down processes such as SQL 
queries into a process carried out on each piece of 
data (called “map”) and a process (called “reduce”) 
that can synthesise “map” output. The Hadoop engine 
is written in Java. To make this possible, integrity 

constraints (e.g. primary keys, foreign keys) used in 
relational databases to ensure consistency between 
datasets were removed in Big Data systems, which 
relate more to data warehouses where data accumu-
lates and is less subject to ad hoc revision. 

The delegation of processing allows performance to be 
monitored by expanding the number of delegated ser-
vers, known as “datanodes”. Performance levels depend 
in linear fashion on volumes processed and vary by the 
number of datanodes used. The system is robust; an out-
age of one datanode does not interrupt a process: hadoop 
duplicates each data packet on at least three data-
nodes; therefore, where a datanode is malfunctioning,  
hadoop will reassign the task to a datanode with a re- 
plica, facilitating normal completion of the overall process.

Hadoop is therefore preferred for scanner data develop-
ments involving huge volumes; the resulting “synthetic” 
data are then added to a relational database, where 
control panels can be consulted and administration tasks 
can be carried out within the “standard” framework.

Table 1
Year-on-year price index movements for yogurts using different aggregation formulae, 2009

Scope of substitution Number of microindices Year-on-year change (in %) 
(standard deviation)

Consumption segment (3) 9 -4.29  (0.16)

Consumption segment × urban area (2) 1,280 -4.06 (0.15)

Consumption segment × point of sale (1) 2,335 -3.87 (0.15)

None (4) 3,592 -3.64 (0.15)

Notes: Standard deviation estimated by boostrap (100 replications); the number of microindices corresponds to the number of indices measured 
using a geometric Laspeyres formula, which are then used in weighted Laspeyres aggregation to give the year-on-year change. Where the scope 
of substitution is consumption segment, yogurt prices are aggregated using a geometric mean based on the nine defined consumption segments 
of yogurt. These nine microindices are then aggregated based on a weighted Laspeyres aggregation. Based on these aggregation formulae, the 
price of yogurts fell by 4.29% between December 2008 and December 2009. The estimate of standard deviation is 0.16.  
Coverage: Sample of 3,592 yogurts in nine yogurt consumption segments.
Sources: Scanner data, 2008-2009.

and outlet using a geometric Laspeyres for-
mula and at higher levels using an arithmetic 
Laspeyres formula. The choice of this configu‑
ration aligns in any case with the aggregation 
currently used for the CPI. At present, while 
aggregation at an outlet does not take place 
because a single price is recorded every month 
in an outlet for a given consumption segment, 
most products covered by scanner data belong 
to homogeneous consumption segments and 
thus use the Dutot index at urban‑area level.

Temporal Aggregation

For the current CPI, goods prices are only 
recorded once per month for a given outlet 
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and a given consumption segment. Spreading 
collection activity over a month makes it  
possible to look at monthly movements in 
prices without being dependent on a specific 
day in the month. With scanner data, detailed 
daily sales data are available. The temporal 
detail of prices over a month represents an 
excess of data that needs to be aggregated to 
obtain a monthly index value.

Temporal aggregation varies somewhat from 
product aggregation. In order to aggregate 
prices for virtually identical products (IMF, 
2004), it is preferable to consider unit values, 
i.e. to take the average of price levels weighted 
by the volume of sales on a monthly basis. 
However, where products vary in nature and 
by quality, the methodology can lead to signifi-
cant biases. In compiling the current CPI, sales 
volumes are unknown at this level of detail, 
with the effect that this method is not feasible. 
Scanner data, on the other hand, offer access 
to this information and its composition (e.g. 
value and volume of sales) renders calcula-
tion straightforward. Most European countries  
have monthly or at best weekly datasets, thus 
creating an imperative to use this method5 
(Box 4). Over a month, this aggregation is 
valid where the product sold is considered 

identical, regardless of the day of purchase. 
Otherwise, the good must be considered a dif-
ferent product depending on the day on which 
it is sold. The aggregation of goods prices by 
day is therefore similar to aggregation of dif-
ferent products (see above). 5

The selection of one formula over another also 
has a significant impact on the output obtained 
for the index. Between 2013 and 2016, indi-
ces were constructed for eight re presentative 
consumption segments using temporal 
price aggregates using either a unit value  
( p qm i

i
m i

i
=

= =
∑ ∑ν , ,/

1

28

1

28

 with v the level of expendi-
ture on day j and q the volume of sales on day i),  
or using a geometric mean with equal weigh-
ting assigned to days in the month ( p pm i

i
=

=
∏ ,

1

28

 

with p the price observed on day i). For certain 
consumption segments (nappies, olive oil and, 
to a lesser extent, wheat flour), the differences 
between the two indices can reach multiple 
index points in some months (Figure I). The 

5. This method also has the advantage of implicitly processing missing 
prices. Where a product is not sold on a given day, no information is 
available for that day in the scanner data. Daily price tracking therefore 
requires imputing a value. With a unit value, imputation is implicit, because  
on that day a zero weighting is assigned to the unobserved price.

Figure I
Month-on-month price index movements for eight consumption segments using two temporal aggregation 
formulae, in %, 2013-2016
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Notes: The unit value is the ratio of a product’s monthly sales and volumes sold in the same month; the geometric means attaches the same 
weighting to each daily price in the month. 
Coverage: Price of products taken from eight consumption segments.
Sources: Scanner data from four retailers with a combined 30% market share, 2013-2015.
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use of current volumes purchased in the unit 
value formula results in increased volatility in 
indices. Detailed analysis of these differences 
for olive oil show that they are primarily driven 
by a small number of store promotions that 
are short in duration and represent a moderate 
level of discount. During these promotions, 
the quantities sold may increase by a factor of  
between 2 and 10. Against a backdrop of re ‑
lative price stability, such promotions can 
trigger short-term movements in prices. Using 
the unit value formula, the impact of promo-
tions on household purchases can be better 
taken into account, and the related movements 
are more visible in indices. 

To choose between the two formulae, it is ne -
cessary to determine if the day of sale is among 
the product’s characteristics, which might 
affect the level of utility for the consumer. For 
some items tracked in the CPI, in particular 
services, the day may be an important fea-
ture of the item. Items such as an overnight 
stay in a hotel or a train ticket are different, 
depending on whether they are on a weekday 
or at the weekend. For tracked products within 
the scope of scanner data, this difference is 
much less visible. It is plausible that the con-
sumer prefers to go shopping on certain days 
of the week (weekends, Mondays and Fridays) 
and that, in response, retailers might offer 

Box 4 – Experience of Using Scanner Data across European NSIs

In Europe, almost all statistics institutes have now 
launched a project aimed at introducing scanner data 
in compilation of their price indices. However, the 
level of progress made in these projects varies con-
siderably. Nine countries have so far incorporated the 
processing of these data into their production system. 
The statistics institute in the Netherlands was the first 
to look at this application in 2002, followed by Norway 
in 2005, Switzerland (2008), Sweden (2012), Belgium 
(2015), Denmark (2016), Iceland (2016), Luxembourg 
(2018) and Italy (2019). 

Most countries receive detailed transaction infor-
mation by barcode and by outlet, albeit aggregated 
weekly, thereby limiting their use in the CPI to only 
two or three weeks in the month. This data is accom-
panied by various classification systems that are  
usually unique to each retailer. Characteristics must 
be extracted in almost all cases from the product 
description text provided on sales receipts. In this 
area, the Insee project is an exception as it has 
access to daily data, recorded in a structured fashion 
based on a number of characteristics. 

Without a structured barcode dictionary, as is avai-
lable in France, defining consumption segments and 
obtaining their COICOP classification can be particu-
larly difficult. They are based on the retailers’ own 
item classification systems, which can vary in com-
plexity; extracting information contained in the text 
of sales receipts relies on machine learning and text 
mining techniques. At the most detailed level, the use 
by retailers of identifiers such as inventory manage-
ment units, enables similar barcodes to be grouped 
together and to match manufacturer promotions with 
the original items. Detecting product relaunches is 
less straightforward and is done indirectly by analysing 
trends in sales and quantities sold and by attempting 
to detect substitutions.

The Netherlands have so far implemented two main 
versions of scanner data processing. These versions 
illustrate the range of approaches explored and the diffi-
culties associated with each. One such version involves 

the use of a fixed basket and price aggregation by con-
sumption segment using a geometric mean. Although 
the indices produced were of sufficient quality, efforts to 
maintain the sample and to select replacement products 
proved untenable in the absence of structured barcode 
descriptions.

Subsequent methodological work focused on the use 
of baskets that could be updated monthly. The baskets, 
known as dynamic baskets, enable a case-by-case 
approach to product replacement. Only the highest- 
selling products are however retained in the basket. In such 
circumstances, the basic indices (used for price aggre-
gation for the same consumption segment) are monthly  
chain-linked Jevons indices. This body of methodologi-
cal work was a basis for most scanner data processing 
methods used in Europe, in particular the Netherlands, 
Norway, Belgium and Luxembourg. It also occupies an 
important place in recommendations set out by Eurostat 
in a report on scanner data processing (Eurostat, 2017).

With this method, quantities sold per product at a 
detailed level are not used in construction of the index. 
As it is a monthly chain-linked index (i.e. the basket is 
updated monthly), the use of these quantities usually 
results in spectacular drifts in the index. To prevent drifts 
in the monthly chain but in order to use new weighting 
information in scanner data, new methods are being 
considered that draw on methodologies normally used 
in spatial comparison: the GEKS method (Diewert et al., 
2009), Geary-Khamis (Chessa, 2015). These methods 
enable formation of a transitive system of price indices. 
However, with such indices, the addition of information 
in a new month does affect analysis of the past. This is 
an undesirable characteristic in building price indices 
that cannot be revised in many countries. To abstract 
from such revisions, the principle involves working with 
a sliding window of 13 or 14 months and to ensure tran-
sitivity without resulting in a fully transitive index over 
all months of the year (e.g. Diewert & Fox, 2017, and 
von der Lippe, 2012). Another approach to establishing 
price aggregation for dynamic baskets is more axio-
matic and aims to determine the optimal functional form 
suited to this context (Zhang et al., 2017).
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promotions on days that are less busy. These 
price differences according to the day or even 
time of day can be observed, for example, in 
online retail. However, with the emergence of 
electronic price displays in stores, prices may 
be changed quickly and at low cost.

The existence of price variations by day of the 
week was examined in scanner data available 
for 2013 to 2015 for eight consumption seg-
ments (Figure II). Over this period and for the 
retailers in the sample, the residual of moving 
price averages over a week shows that price 
differences for these consumption segments 
by day of the week are very low (the largest 
differences observed are around 0.1%), and 
that there was no differential pricing for this 
type of product over the course of the week 
by the retailers in question during this period. 

Improved Quality Adjustment

Addressing quality effects is central to cons-
tructing a CPI, and is the subject of much 
debate. The CPI is an annualised fixed‑basket, 
chain-linked index. Over a one-year period, the 
same products are tracked every month at the 
same outlets. Developing an annua lised fixed 
basket of goods is of course an impossible 

task: new products emerge, while others are 
discontinued in the course of a year. To ensure 
continuity in the basket throughout the year, 
and to measure “pure” price movements (i.e. 
at constant quality), discontinued products 
are replaced by close substitutes and a quality  
adjustment is made to differentiate between 
the replaced product and the replacement 
product in price movements, producing a pure 
price movement component and a component  
capturing the changes in product characte-
ristics. A number of methods can be used in  
quality adjustment, the most common of which 
include variants of the bridged overlap method, 
which involve inferring the difference in qua-
lity from the observed difference in price (based  
on “revealed preference” in economic theory). 
Others include the pricing approach, based on 
expert measurements, and the hedonic model, 
based on a product’s observable characteristics 
(see IMF 2004, chapter 7). In some cases, no 
adjustment may be made where the replace-
ment product is deemed to be equal in quality.

The use of scanner data has no significant 
effect on this problem. In some respects, it 
mitigates the problem, as the completeness of 
consumption expenditure data makes it easier 
to quickly identify a discontinued product and 
select a replacement for the annual basket; it 

Figure II
Impact of the day of the week on observed prices, 2013-2015
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Coverage: Price of products taken from eight consumption segments.
Sources: Scanner data from four retailers with a combined 30% market share, 2013-2015.
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also facilitates simultaneous measurement 
of prices for both replacement and replaced 
products, since they are stored on the relevant 
databases. The procedure for selecting the 
replacement product needs to be revisited. In 
current practice, only a sample of products is 
tracked, and price collectors are instructed to 
track products that sell well and are closely 
tracked, in order to be as representative as 
possible of household consumption patterns 
and ensure that the prices can be tracked over 
time, thereby limiting replacements. In scan-
ner data, the approach involves sales in their 
entirety: product rotation and the size of the 
basket causes the number of discontinuations 
and replacements to increase over the course 
of a year. The volume of data to be processed 
precludes human expert input to the choice 
of replacement products. An automated  
decision-making process should therefore be 
developed.

Selecting Replacement Products

Using 17 product divisions, two algorithms 
for selecting replacement products have been 
tested: a deterministic algorithm and an alter-
native algorithm partly based on random 
selection.

For the deterministic algorithm, the replace-
ment product is found from the same product 
consumption segment, outlet and brand/pro-
duct range. Where this is unsuccessful and no 
product meets these criteria, the brand crite-
rion is relaxed and the product is found from 
the consumption segment and outlet. If this is 
still unsuccessful, the search is expanded to 

the urban area: same consumption segment, 
same urban area and same brand. Where ne -
cessary, the brand criterion is further relaxed, 
followed by the geographic criterion and 
finally the product can be found within the  
product’s consumption segment within metro-
politan France. At a given stage, where 
multiple potential products exist, the product 
whose price in the previous month is closest 
to the price of the discontinued product is 
selected. Where there remains more than one 
product of the same price, the product whose 
sales volume is closest to that for the discon-
tinued product is selected.

The alternative algorithm involves selecting 
the replacement product from the same con-
sumption segment sold in the same store. In 
extremely rare cases (less than 0.1%) where 
no product is selected, the location criterion is 
relaxed for each stage: the same urban area, 
then metropolitan France if required (Table 2). 
This search usually results in a selection 
of “candidate” products from which the  
replacement product is selected at random. 
This algorithm is of course much more 
straightforward to implement. It is also less 
sophisticated from an economic perspective. 
Tests carried out allow us to assess the impact 
of each replacement product selection proce-
dure on calculated price indices (see below). 

Measuring the Quality Effect

When the replacement product has been 
selected, a quality adjustment must be made 
to measure the price difference between the 
replacement and discontinued product, owing 

Table 2
Type of replacement, based on product grouping, 2009

(In %)

Type Criteria Yogurt Chocolate 
bars

Blue-veined 
cheese Hen’s eggs Caffeinated 

ground coffee

1 Same consumption segment, same outlet, 
same brand

73.0 55.7 58.0 16.9 33.8

2 Same consumption segment, same point of sale 26.9 44.3 42.0 80.2 66.2

3 Same consumption segment, same urban area, 
same brand

0.0 0.0 0.0 2.8 0.0

4 Same consumption segment, same urban area 0.0 0.0 0.0 0.0 0.0

5 Same consumption segment, same brand 0.0 0.0 0.0 0.0 0.0

6 Same consumption segment 0.0 0.0 0.0 0.1 0.0

All 100.0 100.0 100.0 100.0 100.0

Reading note: 73% of “yogurt” items that were discontinued in 2009 found a replacement in the same brand and the same outlet. 
Sources: Sample of scanner data for 17 product groupings at 1,000 hypermarkets and supermarkets.
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to the difference in product characteristics. 
Standard methods are tested that are suited 
to the specific features of scanner data. For 
example, overlap methods are based on the 
assumption that a price difference observed at 
a given time reflects a difference in the qua‑
lity of products. For the current CPI, this price 
difference “at a given time” must be estimated, 
because information on the discontinued and 
replacement products relate to two different 
dates – usually, no price information is avai-
lable for the replacement product before it is 
selected in the CPI sample. Past prices that 
have not been observed are therefore estimated 
on the basis of observed price movements for 
similar products. With scanner data, the past 
price of the replacement product, for as long 
as it has been sold, is recorded on the scanner 
database.

Scanner data can also be used in hedonic pricing 
models. These methods are based on the notion 
that the price of a product reflects the valuation 
of its observable characteristics. By estimating 
the dependence of price on observable charac-
teristics using econometric modelling, we 
can predict the value of the difference in 
characteristics (i.e. quality) expressed as a  
difference in price. The use of hedonic models 
requires a detailed knowledge of a pro-
duct’s characteristics and a sufficient number  
of observations to estimate the econometric 
model. Scanner data ensure a significant volume 
of observations and, in the case of France,  
using a barcode dictionary that describes each 
barcode based on characteristics makes it pos-
sible to obtain explanatory variables for the 
econometric model. However, ongoing pro-
duction of these economic models is costly; a 
model must be developed for each consump-
tion segment and updated at regular intervals. 
It would be difficult to extend this estimation 
method to all scanner data. However, it is used 
in benchmark testing.

For five product groupings, six quality adjust-
ment methods are proposed: 

1) To consider products as equivalents in terms 
of quality and characteristics; in such cases, 
the difference in price between the discon-
tinued product observed in month m and the 
replacement observed in m+1 is interpreted as 
a “pure” price movement with no difference 
in quality; 

2) To consider products completely dissimilar; 
in such cases, the difference in price between 

the discontinued product observed in month m 
and the replacement observed in m+1 is inter-
preted purely as a difference in quality; 

3) To consider products dissimilar in terms of 
characteristics and quality, but to account for  
the difference in price between the discon-
tinued product observed in month m and the 
replacement product observed in m+1 by 
assuming that the price of the discontinued 
product would have changed between m and 
m+1 in the same way as for similar products 
(method named bridged overlap and currently 
used for the CPI);

4) To consider products dissimilar and to esti-
mate the difference in quality as the difference 
in price observed in the month prior to discon-
tinuation of the product;

5) To consider products dissimilar and to esti-
mate the difference in quality as the difference 
in price observed two months prior to discon-
tinuation of the product; 

6) To estimate the difference in quality between 
both products using a hedonic price model.6

The output from simulations (Tables 3 and 
4) shows that while quality coefficients esti-
mated using these methods can be marginally 
but significantly different from the observed 
quality coefficient, indices calculated using 
these coefficients are not significantly dif-
ferent from those calculated using a hedonic 
model with the exception of method (1), where 
no quality adjustment is made.7 The results 
also show that the deterministic and alterna-
tive algorithms for product selection lead to 
different product selections to such an extent 
that non‑quality‑adjusted indices vary signifi-
cantly (Table 3). However, this is not the case 
for quality-adjusted indices. Therefore, for 
the cases examined here, the quality-adjusted 
price index is robust in the selection procedure 
for replacement products. 

For the purposes of implementation and in 
view of these results, the alternative algorithm 
and two-month overlap method were selected 
for use with scanner data (see Léonard et al., 
2017, for a detailed breakdown of the results).

6. For example, in the case of yogurts, the hedonic model selects the 
following explanatory variables: retailer, brand, type of packaging, fla-
vour, organic/non­organic, containing bifidus/bifidus­free, percentage fat 
content, percentage sugar content, volume, etc.
7. The fact that the significant difference between quality coefficients has 
no impact on the index can be explained by the low frequency of repla-
cements, as well as the minor differences between quality coefficients.
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Table 3
Comparison of algorithms in selecting replacement products and quality adjustment methods  
for yogurts, 2009

Type of quality adjustment
Average year-on-year change Difference between quality adjustment coefficients estimated 

using the hedonic model and other methods

Deterministic algorithm 
(%)

Alternative algorithm 
(%) Mean*

Distribution of variation
5th percentile Median 95th percentile

(1) Equivalent -4.14 
[-4.5, -3.8]

-3.17 
[-3.6, -2.7]

(2) “Pure” dissimilarity -3.55 
[-3.9, -3.3]

-3.51 
[-3.8, -3.2]

-0.006 
[-0.017, 0.003] -0.22 0.00 0.17

(3) Adjusted dissimilarity -3.59 
[-3.9, -3.3]

-3.56 
[-3.8, -3.2]

-0.010 
[-0.020, -0.001] -0.22 0.00 0.16

(4) One-month overlap -3.71 
[-4.0, -3.4]

-3.60 
[-3.9, -3.3]

-0.016 
[-0.024, -0.009] -0.19 -0.01 0.12

(5) Two-month overlap -3.60 
[-3.9, -3.3]

-3.51 
[-3.8, -3.2]

-0.008 
[ 0.016, -0.001] -0.16 0.00 0.13

(6) Hedonic model -3.52 
[-3.8, -3.2]

-3.52 
[-3.8, -3.2]

* The mean variation is the observed variation for a sample, between the quality coefficient measured using the hedonic model and those mea-
sured using other quality adjustment methods. A mean with a negative value means that the coefficient calculated using the method in question 
is larger than that calculated using the hedonic model. The 95% confidence interval (in brackets) were calculated based on values recorded in 
100 samples, selected at random. Where the interval does not include the value 0, the quality-adjustment coefficient differs significantly from that 
calculated using the hedonic model. 
Notes: To calculate an index, prices are first aggregated by consumption segment and outlet using a geometric Laspeyres formula; microindices 
are then aggregated using an arithmetic Laspeyres formula (weighted by sales for November and December 2008).
Coverage: The sample size is set at 2%. Products were selected in proportion to their sales in November and December 2008 from products sold 
during both months.
Sources: Scanner data samples for 17 product groupings at 1,000 hypermarkets and supermarkets.

Table 4
Comparison of quality-adjustment models for five product groupings, 2009

(In %)

Type of quality adjustment Yogurt Chocolate bars Blue-veined cheese Hen’s eggs Caffeinated ground coffee

Equivalent -4.14 
[-4.5, -3.8]

1.90 
[1.4, 2.5]

2.67 
[1.87, 3.47]

-0.58 
[-1.05,-0.10]

3.35 
[2.87, 3.84]

“Pure” dissimilarity -3.55 
[-3.9, -3.3]

-0.23 
[-0.5, 0.1]

2.43 
[1.74, 3.12]

-0.76 
[-1.09, -0.43]

3.03 
[2.63, 3.43]

Adjusted dissimilarity -3.59 
[-3.9, -3.3]

-0.24 
[-0.6, 0.1]

2.47 
[1.78, 3.17]

-0.78 
[-1.11,-0.45]

3.19 
[2.76, 3.61]

One-month overlap -3.71 
[-4.0, -3.4]

-0.23 
[-0.5, 0.1]

2.41 
[1.71, 3.11]

-0.82 
[-1.14,-0.51]

3.19 
[2.78, 3.59]

Two-month overlap -3.60 
[-3.9, -3.3]

-0.35 
[-0.7, 0.0]

2.52 
[1.90, 3.14]

-0.81 
[-1.15, -0.46]

3.19 
[2.70, 3.68]

Hedonic model -3.52 
[-3.8, -3.2]

-0.11 
[-0.4, 0.2]

1.961 
[1.38, 2.53]

-0.80 
[-1.19, -0.40]

3.85 
[3.29, 4.42]

Notes: To calculate an index, prices are first aggregated by consumption segment and outlet according to a geometric Laspeyres formula; microin-
dices are then aggregated using an arithmetic Laspeyres formula (weighted by sales for November and December 2008). Standard deviation 
calculated by boostrap for 100 random samples for yogurts, 200 for chocolate bars, 30 for other product groupings. The replacement product is 
selected using a deterministic algorithm. 
Coverage: The sample size was arbitrarily set at 2%. Products were selected in proportion to their sales in November and December 2008 from 
products sold during both months.
Sources: Scanner data samples for 17 product groupings at 1,000 hypermarkets and supermarkets.

Prices Charged Rather Than Prices Displayed

Prices collected at present at outlets to cal-
culate the CPI are prices displayed in-store. 
Prices provided by scanner datasets are the 
prices actually paid by the consumer at the 
time of purchase. Both of these prices may 

vary due to a display error by the store, survey 
error when collecting data in-store or the pre-
sence of checkout promotions. International 
organisations recommend tracking prices actu-
ally charged for measuring consumer price 
indices. The use of scanner data is therefore 
a way of more closely tracking what we want 
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to measure. However, in order to obtain the 
price of a product, it is essential that at least 
one purchase is made within the month: if an 
item is not presented for purchase, no price 
is recorded even though the product may be 
available for purchase.

An experiment was carried out in June 2014 
aimed at comparing the prices listed on scan-
ner databases with displayed prices, recorded 
in-store by CPI collectors based on barcodes 
also recorded by the collectors. For some 
products in the CPI, in particular in the clo-
thing and durable goods categories, no sales 
were found in scanner data. Apart from these 
products, where a purchase is made on the day 
of manual data collection, 90% of prices are 
identical between manually collected data and 
scanner data (Table 5). 

New Issues to be Addressed

Is the GTIN the Appropriate Identifier for 
Product Classification?

The CPI is a fixed‑basket index. To ensure that 
the same product is tracked, it must be possi-
ble to identify it. At present, the price collector  
uses the relevant product description when 
collecting data to ensure continuous tracking. 

For scanner data, identification must be auto-
matic which, intuitively, would suggest direct 
reference to barcodes (or GTINs). However, a 
product definition that is too narrow may fail to 
reveal price movements. This is an issue raised 
by the direct use of GTINs in defining products 
tracked in the CPI. In fact, a number of bar-
codes may be used to identify the same product 
for the consumer and therefore for the purposes 

of the CPI. Examples of this have occurred 
in instances where: 1) identical products are  
ma  nufactured in different plants and the manu-
fac turers use different barcodes to identify the 
unit of production of the good; 2) the barcode 
is changed for product relaunches. Relaunches 
may be only a change in packaging, which usu-
ally does not affect consumer utility and may 
be accompanied by a change in price. In this 
case, barcodes are changed to reflect different 
manufacturing processes; 3) similar to product 
relaunches, but on a temporary basis, the ma -
nufacturer promotion includes, for example, 
free gifts with a product (e.g. a glass with a bottle  
of vodka), discount coupons, limited-edition 
packaging, or extra volumes included free of 
charge. All promotions involve a change in the 
manufacturing process of the final product and, 
by extension, the related barcodes.

Viewing promotions or relaunches as a different 
product has a significant effect on measuring 
price movements. Price increases or reductions 
related to the promotion or relaunch would not 
be taken into account in the measure of infla-
tion. Even in cases where the initial product 
is discontinued and replaced by a relaunched/
promotional equivalent, quality adjustments 
made at the time of replacement, through over-
lap, cancel out any effect on prices.

In order to accurately capture price move-
ments, while taking account of relaunches or 
promotions, the goods basket is not made up of 
barcodes but of “equivalence classes”, groups 
of barcodes for what are considered identical 
products from the perspective of the consumer. 
It is then left to define what an identical pro‑
duct is from the consumer’s perspective. It is 
common practice to assume that if changes 
made to the tracked product do not result in 

Table 5
Comparison of scanner price data and manually collected price data – number of observations, june 2014

Consumption categories
Total

Food and drink Durable goods Clothing Manufactured goods

All observations, of which 526 65 128 234 953

no transaction on the day of observation in 
scanner data 20% 89% 90% 63% 44%

identical scanner data price and manually 
collected price 72% 9% 6% 35% 50%

price difference not in customer’s favour 4% 0% 0% 2% 2%

Notes: 526 prices were compared for food and drink products; for 20% of observations, no prices were available in scanner data for the day in 
question; in 72% of cases, the price was identical.
Coverage: 953 observations used in the CPI for June 2014 and corresponding scanner data prices.
Sources: CPI, Scanner data.
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any marked change in consumer utility, then 
the product remains the same. Changes may 
relate to packaging (without changing the con-
tents), quantities sold8 provided that changes 
remain within a fixed range (between 1 and 
2 in the CPI) or any other characteristic that 
does not alter the nature of the product. 

To define an identical product with scanner 
data, we use a barcode dictionary system that 
describes each barcode based on a certain 
number of characteristics. These characteris-
tics must be identical, with the exception of 
volume, which can vary by a certain propor-
tion. Among these characteristics, which vary 
by product grouping (between 10 and 30 cha‑ 
racteristics), we can refer to the brand, quantity 
sold, packaging, flavour, fat content, organic or 
non-organic, etc. As an example, barcodes for 
eight consumption segments were grouped into 
equivalence classes for the years 2013 to 2015. 
Of these eight consumption segments, the 
maximum number of barcodes per equivalence 
class is very low (in this case six) and with 
the exception of one or two consumption seg-
ments, the share of sales related to equivalence 
classes containing more than one barcode is, in 
all cases, less than 10% (Figure III). 

Calculating an index using different barcodes 
requires the aggregation of multiple barcodes 
by equivalence class, for a given month and 
outlet. As products that make up an equiva-
lence class are by definition homogeneous, 
and in line with recommended international 
practice for handling promotions, the prices 
for the different barcodes are aggregated by 
calculating a unit value, with the tracked price 
related to a unit of volume or weight.8

Product Classification: A Huge Task

Once products are identified by equivalence 
class using a combination of the barcode and 
the barcode dictionary, there remains the task 
of organising products by consumption seg-
ment and then into classifications based on 
the purpose of consumption. This is neces-
sary for data releases and dissemination of 
detailed price statistics. CPI releases are at 
present based on the COICOP classification 
(Classification of Individual Consumption 
by Purpose), which divide products into 303 

8. The tracked price in the CPI is always in reference to a unit of volume 
or weight.

Figure III
Number of barcodes per equivalent class for selected consumption segments over the period 2013-2015
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sub-classes. It is therefore necessary to orga-
nise barcodes based on a relatively detailed 
product classification (e.g. meat‑based ready 
meals, olive oil, etc.). There is an additional 
level of detail – consumption segment – which 
defines the scope within which assumptions of 
substitutability already discussed can be made. 
With the standard approach, in which approxi-
mately one thousand consumption segments 
are tracked, the price collector organises the 
product by consumption segment. The com-
pleteness of coverage of scanner data makes 
this form of manual classification impos sible. 
In most other countries, this is one of the 
main difficulties with scanner data, as they do 
not have a barcode dictionary. Products are 
therefore classified according to the retailer’s 
description of products, which can be brief 
and often requires the use of machine lear-
ning tools. In France, the presence of a bar-
code dictionary for this high volume of data 
ensures that data are sufficiently organised to 
enable switching from a barcode dictionary to 
a classifi cation by purpose using a single table. 
The difficulty lies in defining the consumption 
segments themselves.

While the classification by purpose is rela-
tively detailed and is a partition of household 
consumption, the consumption segments are 
designed using the conventional approach to 
be “representative” of the most detailed level 
of classification and are not intended to form 
a partition of consumption. For example, the 
olive oil item heading will be represented by 
a single consumption segment: an oil with a 
volume within a spe cified range, a specified 
level of sophistication, glass container. These  
consumption segments are defined based on 
expert opinion. With scanner data and the 
willingness to use them in their entirety, the 
definition of consumption segments must be, 
if not automated, at least greatly machine 
assisted to allow experts to properly process a 
significant volume of information.

New Phenomena: Seasonal Products

Completeness of information about household 
consumption gives rise to new issues that, if 
not addressed appropriately, could introduce 
biases into the CPI. Seasonal products are one 
such example. Product seasonality is not in 
itself a new problem for the CPI. Observation in 
only one period of the year for certain products 
requires imputation of prices due to seasonal 
unavailability of a product, in order to remain 

representative of household consumption as 
a whole. At present, the coverage of seasonal 
products is well defined: some fruits and vege-
tables, clothes, certain services (e.g. ski lifts or 
campsites) are only observable over one period 
within the year. With the introduction of scan-
ner data, these seasonal products have up to 
now been generalised as non-tracked products, 
because price collectors have been instructed 
only to track products that are closely tracked 
and sell well, thus excluding short-lived pro-
ducts. Easter eggs, Christmas wrapping paper, 
or ice creams available in summer only are 
not therefore tracked. The difficulty lies in 
identifying this seasonality for the purpose of 
processing. Failure to appreciate that a product 
is seasonal and thus treat it as a standard pro-
duct, i.e. discontinuation and replacement with 
another through quality adjustment, may lead 
to significant errors in the index. A famous 
example is smoked salmon, where large packs 
sold only during the winter festive period ge -
nerate a significant level of sales. On sale in 
December, they are used in promotions at the 
beginning of January and are no longer on the 
shelves by February. While these packs are 
not identified as seasonal, they are replaced in 
February with a smaller pack, with a quality 
adjustment by bridged overlap, and the tem-
porary price reduction observed in January 
linked to promotions on the large packs is 
finally recorded on the index, which includes 
the smallest packs, even though they are not 
affected by the reduction (Figure IV). 

*  * 
*

Using the methodology defined in this article, 
initial indices have been constructed for all pro-
cessed food products. These show that scanner 
data and manually collected data may reach a 
broadly similar measurement of inflation for 
comparable item headings, i.e. where products 
are sold mainly in supermarkets and hyper-
markets (Figure V). Based on these studies, 
scanner data, which retailers are now obligated 
to share (Box 5), will be used to produce the 
CPI, published by Insee on a monthly basis, by 
2020, following a year of trialling compilation 
during 2019. Ultimately, scanner data should 
make it possible to meet new demands, such 
as limited regional, spatial price level compar-
isons (see for example Léonard et al. in this 
issue), and price indices for micro-segments  
of consumption.   
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Figure V
Consumer price indices for two item headings and indices calculated solely using scanner data, 2014  
(base 100 in december 2013)
 Coffee, tea, cocoa (COICOP 0121) Other non-alcoholic beverages (COICOP 0122)
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Coverage: For the CPI, all forms of sale; for scanner data, super and hypermarkets; scanner data exclude promotional data.
Sources: CPI, Scanner data from four retailers with a combined 30% market share.

Box 5 – Obtaining Scanner Data: A New Legislative Framework in France

In France, statistical and survey productions are regu-
lated by the 1951 act regarding the requirements,  
coordination and secrecy in relation to statistics. 
Surveys deemed to be the public interest may be made 
mandatory by order of the minister for the economy. 
The use of data collected by government departments, 

public bodies or private organisations discharging a 
public service remit, for general information purposes 
is also defined and provided for in legislation.

However, no provision was made for the use of private 
data for statistical purposes, until the Law of 7 October 

Figure IV
Indices for the chilled smoked fish product grouping, excluding promotional offers  
(base 100 in december 2013)
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Sources: Scanner data from four retailers with a combined 30% market share, 2014.
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S canner data from retailers were intro-
duced in the Swedish Consumer Price 

Index (CPI) as of year 2012, and started with 
the daily necessities. At the time of the intro-
duction, Statistics Sweden had no conceptual 
questions concerning the amount of data to 
use. It was commenced with a one-to-one 
exchange of manually collected prices for 
scanner data from the (at the time) one retailer 
that provided these data, retaining the sample 
structure for both outlets and items. Prior to 
implementing scanner data in the CPI produc-
tion, several internal studies were conducted 
to ensure that the new data source complied 
with the basic expectancy of no impairing 
impact on the CPI.

With time, the amount of included scanner data 
as well as the number of retailers that most 
kindly provided, and still provide, scanner data 
has increased to cover more than 80% of the 
Swedish daily necessities market in terms of 
turnover.1 As a positive spillover effect from 
this experience in daily necessities, other parts 
of the Swedish CPI are now being produced 
with the help of new, alternative data sources 
comprising real transactions. Despite the 
increase in data volumes that are available 
for use, especially within daily necessities, 
the Swedish CPI production continues with 
the established product and store sampling 
strategy. The sampling strategy is principally 
independent of the data collection mode but 
rather adapted – only minor methodological 
changes and perhaps merely small divergences 
occured with the introduction of this alternative 
and very promising new data source. 

However, being in the “Big Data” era and having 
the potential buzz from this echoing into statis-
tical methodology, this somewhat conservative 
standing point of Statistics Sweden may be 
questioned: why not continuously use all, or 
as much as possible, of the data, what seems 
interesting and more up-to-date? The issue 
of preserving conventional CPI methodology 
in the presence of scanner data is discussed 
in this paper. The approach undertaken by 
Statistics Sweden, which combines big data 
and conventional approaches, is seeking to deal 
adequately with the phenomenon of relaunches. 
This means that when products change in some 
characteristic, for instance in size such that the 
new product is almost similar as the discon-
tinued product, then some price adjustment with 
respect to the quantity change must be made 
to preserve comparability over time. Impacts 
from improper assessments of quantity/quality 

ajustments will be discussed regarding the use 
of automatic baskets with scanner data. 

The purpose of this paper is to study the trade-off 
between the accuracy of the inflation measured 
and the bias from disregarding explicit quantity 
adjustments. Although the focus is on daily 
consumer products, the analysis is relevant for 
the overall CPI.

The paper is organized as follows. The next 
section gives an overview of the use of scanner 
data in the CPI production at Statistics Sweden. 
This is a descriptive section on this relatively 
new data collection mode and primarily aimed 
at readers who are not familiar with the topic. In 
the following section, a jackknife variance esti-
mator is applied to assess the index variance in a 
simplified setting. Then we turn to the quantity/
quality issue, which is described and supported 
with numeric examples based on actual changes 
that have taken place in the Swedish daily 
necessities market. The paper concludes with 
some general remarks and contextualisation of 
the results.1

Scanner Data for Daily Necessity 
Products in the Swedish CPI

This section outlines some methodological 
issues that had to be addressed prior to imple-
menting scanner data. But first, it proposes a 
small digression concerning terminology, and 
some elements on the arrival of scanner data at 
Statistics Sweden two decades ago.

Scanner Data, Transaction Data  
and Big Data

In the context of consumer sales, scanner data 
is perhaps a somewhat sloppy expression for 
“transaction data” of sales in the consumer 
market.2 The word “scanner” stems from the use 
of bar codes3 adhered to goods’ packages that 
are scanned in order to register the items at the 
purchase point, e.g. the cash register/check-out 

1. Market statistics can be obtained from the Swedish Trade Research 
Agency in a cooperation between market actors. See HUI Research 
(2017).
2. There is a distinction between scanner data and Electronic Point of 
Sales (EPOS) data in the CPI Manual (§6.117, ILO 2004) not adhered 
to here.
3. The bar code relates the item, through its package, to a distinct 
article number according to the standard of EAN/GTIN (European Article 
Number or Global Trade Item Number), provided by an international  
market actor.
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point. The more general term “transaction data” 
can be used interchangeably whenever possible 
as it also has a wider scope: digital data of sales/
consumption of services as well as goods. 
Transaction data of sales are, by and large, 
well-structured data stemming from a business 
system and should not be confused with for 
instance unstructured “big” data. Transaction 
data may be large, high-frequency, obtainable 
virtually in real-time, and they are similar to 
administrative data in that they are not intended 
for official statistics, but rather for management 
purposes, such as inventory management, or 
sales or profit monitoring.

Scanner Data’s Way into the Swedish CPI

This digital data source is not a new pheno-
menon to Statistics Sweden. In the mid-1990s, 
when digital data itself was a new pheno-
menon, contacts were initiated with market 
sales analysts in Sweden in order to have a 
first look at this new and supposedly promising 
data source – the potential interest for the CPI 
was obvious and appealing. Nevertheless, a 
significant price tag was attached to these data 
which therefore remained inaccessible for a 
government agency operating in the context of 
the most serious national economic crisis in the 
post-war era (cf. Bäckström, 1997; or Englund, 
2015, for economic-political details). Today, 
some twenty years later, this data source is 
an established and natural part of the monthly 
Swedish CPI data collection, and Statistics 
Sweden receives data from many retailers, free 
of charge, on the basis of bilateral non-profit 
agreements. This is merely for the sample of 
stores included in the CPI in a specific year. 
As the retail chains provide data pro bono, 
Statistics Sweden has kept data demands at 
rather modest levels, which is also in one sense 
a factor of confidence because the retailers do 
not provide complete high-frequency business 
information.

The CPI Basket, Transaction Data  
and Exceptions

The CPI Basket

The CPI basket is presented in Table 1 according 
to the international nomenclature COICOP4 
(two-digit divisions). Prices are collected for 
defined products within these consumption 
categories. There are several computation steps 

between the total CPI value and the defined 
products – the CPI is simply a hierarchy in 
which price data is aggregated in steps.4

A defined product at a specific retailer, the 
subject for price measurements, is referred to 
as a product offer. Observed prices are aggre-
gated through index formulae and according 
to within-year fixed weights for the product 
groups, which often can be first-level indices, 
i.e. elementary aggregates. An example of a 
product group is milk: prices for varieties of 
all brands and stores and types of saturations 
(regarding fat) are assembled in one common 
product group, as are for instance flavored 
sodas, with or without sugar and regardless  
of size.

The weights for the product groups reflect their 
share of private consumption at a previous time 
point, in our case the previous full year prior 
to the index base year. The index base year 
is December y–1 and current months for price 
measurements are during year y, so weights 
are (normally) from year y–2 for the monthly 
index. The CPI is a series of indices chained 
over years and the discussion here concern the 
monthly (within-year) index links.

Transaction Data in the Basket

Transaction data are used for price measure-
ments in several consumption categories, and 
are also a source of information for calcu-
lating weights. For daily consumer products, 
it comprises weekly turnover at item and 
store level, i.e. specific information on actual 
consumption. Some products, e.g. alcoholic 
beverages, pharmaceutical drug sales in phar-
macies and dental care are covered monthly 
through complete census data. Besides this, 
aggregated annual scanner data for entire 
Sweden have been available to Statistics 
Sweden since the mid-1990s and used for 
basket construction.

As seen in Table 1, transaction data are used 
for price measurements but not in all parts of 
the basket – the main exceptions are given in 
Box 1.

4.  COICOP  (Classification  of  Individual  Consumption  According  to 
Purpose). See the related United Nations web page (UN, 2017).
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Table 1
CPI basket weights for year 2016

Code Heading Weight in basket (‰) Transaction data

01 Food and non‑alcoholic beverages 139 Yes

02 Alcoholic beverages, tobacco and narcotics 39 Yes

03 Clothing and footwear 53 No

04 Housing, water, electricity, gas and other fuels 251 Yes

05 Furnishing, household equipment and routine household maintenance 55 No

06 Health 38 Yes

07 Transport 135 No

08 Communication 35 No

09 Recreation and culture 120 No

10 Education 5 No

11 Restaurants and hotels 67 No

12 Miscellaneous goods and services 63 Yes

Total CPI 1,000
Notes: According to COICOP divisions (two‑digit) for household consumption. Transaction data is indicated whenever included for price measure‑
ments. Two additional COICOP divisions, codes 13 and 14, exist but cover non‑household consumption and are out of the scope of the consumer 
price index.

Box 1 – Exceptions from Scanner Data in Daily Necessity Products: Non‑Providers and Fresh Items

In the first two COICOP divisions, 01 and 02, transac‑
tion data are used almost exclusively, with two specific 
exceptions. First, some retailers within division 01, Food 
and non‑alcoholic beverages, do not provide transaction 
data which thus still requires manual price collection. 
Second, manual price collection has been continued 
within fresh fruit, fresh vegetables, fresh meat and 
cheese. Such items are usually sold by weight or some‑
times by unit, e.g. avocados or lemons.

As of year 2017, scanner data were introduced for the 
fresh items’ survey, starting with one retailer (Tongur & 
Sandén, 2016) and as of 2018, the duality in data collec‑
tion, manual beside digital, was ended and a full transition 
to scanner data accomplished for retailers that provide 
scanner data (Bilius et al., 2017). On related topics, see 
the publications from Statistics Norway (Nygaard, 2010 
or Rodriguez & Haraldsen,  2005), or from Statistics 
Netherlands (van der Grient & de Haan, 2010).

Implementing the New Data Source  
in the Swedish CPI

As Statistics Sweden has experienced more than 
half a decade with scanner data in monthly CPI 
production, we propose here to review some of 
the choices that have been made along the way.

Alternatives for How to Use Scanner Data

Continuing with the fixed basket approach 
was decided by Statistics Sweden and the CPI 
Board (Box 2) in 2011 as it was considered 
the least intrusive way of using scanner data.5 
Implementation was immediate, as of year 2012 
and more or less consisted of a change in the way 
of collecting data. This was considered to have 

the smallest impact on overall CPI production 
as well as related IT systems. The decision was 
based on several studies and analyses of data 
and comparisons with manual price collection 
(Norberg et al., 2011). Besides the question of 
how to use scanner data in practice, it was also 
necessary to decide whether the data should 
actually be used. Four principally different ways 
of using scanner data were identified by Norberg 
et al. (2011), all having merely daily necessity 
products data in mind. The options are outlined 
in Box 3.5

5. The decision was made upon approval from the CPI Board which had 
regulatory mandate at the time.



ECONOMIE ET STATISTIQUE / ECONOMICS AND STATISTICS N° 509, 2019 35

Inflation Measurement with Scanner Data and an Ever‑Changing Fixed Basket 

The alternatives shown in Box 3 addressed the 
question of how to use data and, if at all, for 
anything more than quality control of the manu-
ally collected prices, which is option D. Option B 
appeared as possible but not optimal given the 
other options. As scanner data were obtained 
and implemented gradually, the first alternative, 
option A was a straightforward choice, which in 
a way preserved status quo of the CPI construc-
tion regarding index calculations and sample 
design. The choice of method has been debated 

in the limelight of option C (the opportunity of 
“Big Data”) and with new methods emerging 
in the field, in which Statistics Netherlands 
and Statistics Norway have been pioneering. 
However, facing time and economic constraints 
and realizing the need for maturity with the new 
data source, i.e. gaining experience, option A 
appears to be justifiable as a beginning in the 
transition to new data sources. Option C was 
not the option preferred at the very first step but 
appears nevertheless as a goal.

Box 2 – The Swedish CPI Board

The Swedish CPI Board (Nämnden för Konsum­
entprisindex in Swedish) is a scientific and inter‑
disciplinary external methodological advisory board for 
the production of CPI. The Swedish CPI is not merely 
a statistic but also a decision made monthly, non‑ 
revisable. The board meets usually twice a year, at 
Statistics Sweden.

The board was installed many decades ago and 
serves at present, as of 2017, as a non‑stipulating 
advisory council in questions of principal matter that 
are substantial for the CPI. Members are appointed 
by Statistics Sweden and are representatives of the 
CPI‑related public institutions, e.g. the Central Bank of 
Sweden (Riksbanken), other governmental agencies 
and universities. Additionally, the Norwegian CPI unit 
is represented in order to exchange experience and 
to increase Nordic collaboration. Such input has been 
of specific help in the introduction of scanner data as 

Statistics Norway is one of the pioneering countries in 
this field. External experts of international standing are 
also appointed as board members.

Prior to 2017, the board was at a stipulating mandate. 
It had the right to make decisions on CPI‑issues of prin‑
cipally influential nature. Also, their decision could not 
formally be appealed, according to the legal instructions 
for Statistics Sweden. The Board included also a per‑
manent member from the parent ministry. However, in 
2012, a review of the Swedish Official Statistics system 
and Statistics Sweden’s role as the major governmen‑
tal agency in statistics was carried out (SOU, 2012). 
The review was commissioned by the government and, 
concerning the CPI, the recommendation was that the 
CPI Board should no longer have stipulating mandate as 
it was questionable from the point of view of the agency's 
independence, and not in line with European Code of 
Practice for Official Statistics.

Box 3 – Four Ways of Using Scanner Data in the CPI Production

A ­ Replacing the manually collected price data with 
scanner data for the ordinary sample of outlets and pro­
ducts
This would imply only minor changes/adaptations to 
the current established CPI production and a total com‑
pliance with HICP(a) regulations.

B ­ Using scanner data as auxiliary information
This would require choosing between two possible 
approaches and still continue sampling price quotations 
manually. Either i) the sample would be calibrated with the 
corresponding periods’ scanner data, or ii) the scanner data 
would be calibrated with the respective manual collection.

C ­ Computing index from a census of all products for 
which scanner data is available
Either the fixed basket approach is conducted on a 
large scale, with accompanying basket attrition during 

the year, or a complete change of methodology is 
introduced, most likely by adapting the Dutch or the 
Norwegian methods(b) with monthly chaining. 

D ­ Using scanner data for auditing and quality control 
This is the most minimalist possible use of scanner data 
in CPI production. Obviously, it would be a complete 
waste of resources if this was to be their only use.

(a) Cf. regulations for the Harmonised Indices for Consumer Prices, 
HICP (Eurostat, 2013).
(b) As outlined by van der Grient & de Haan (2010), Nygaard (2010) and 
through early discussions with Statistics Norway (Statistisk sentralbyrå 
in Norwegian).
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Fixed Basket vs Dynamic Basket

The standard fixed basket approach was the 
point of departure when implementing the new 
data source in 2012. However, other countries 
use a more active approach, namely the dynamic 
basket. An outline of the two approaches can be 
found in the Eurostat practical guidelines for 
processing supermarket scanner data (Eurostat, 
2017a). These have been established by 
Eurostat through input from participating coun-
tries, in order to formalize the approaches they 
applied and thus to strive for harmonization 
in the HICP for new countries using scanner  
data. The two approaches are presented below  
regarding main differences, benefits and 
drawbacks.

The Fixed Basket Approach

A fixed basket approach means that in all 
months t (or quarters) during the current year 
y, the basket is kept constant as far as possible. 
Prices of items in the given basket are observed 
(if possible) and are related, referenced, to 
the yearly starting point of measurements, 
normally December y–1, the base period. This 
is a direct comparison of each month with the 
base month price.

The Ever‑Changing Basket and  
the Replacement Problem

The perhaps greatest drawback of this rather 
conservative approach is that it does not take 
advantage of the data richness or updated 
market information. It relies on a limited main-
tainable basket – the constraint is in reality 
the monthly maintenance of the basket, i.e. 
replacements. The replacement issue is central 
to preserving comparability over time, and 
perhaps the strongest argument for preserving 
the traditional approach: quality and quantity 
changes in replacements are explicitly dealt 
with. Whenever items are non-observable in  
the data, a choice must be made between 
making replacements to measure another 
comparable item, which in best case may be a 
relaunch of the same item, or, if not possible, to 
discontinue the item. In extreme cases, basket 
attrition may result in a non-representative 
basket6 based on remaining items. The problem 
can be circumvented, i.e. not solved, through 
the more automated alternative for scanner 
data: the dynamic basket.

The Dynamic Basket Approach

A dynamic approach to using scanner data 
means that the measured prices stem from a 
continuously updated basket. This is opera-
tionalized such that a monthly matched items’ 
index is calculated for the price ratios of exact 
matched items between adjacent months, (t, y) 
relative to (t–1, y), and this monthly index link 
is then chained back to the index base month 
(December y–1). This approach coincides with 
the fixed basket approach if all items (and 
weights) are identical at all periods, c.f. e.g. the 
HICP Methodological Manual, formulas 8.11 
and 8.14 (Eurostat, 2017b), Eurostat (2017a) 
or Fisher (1922). 6

The dynamic approach retains the most recent 
universe of items in the basket, i.e. an updated 
sample, and such a coverage cannot be contested 
regarding representativeness and completeness. 
As pointed out by e.g. Boskin et al. (1997), such 
a data source should be used for reducing costs 
of data collection and to increase the assortment 
of goods and services in the CPI.

For regularity purposes, i.e. 1) basket stability, 
2) representativeness over time and 3) data parsi-
mony to avoid noise, it is necessary to exclude 
from the basket products for which the share of 
consumption in the month is too low, as stated 
by Eurostat (2017a) and by van der Grient & de 
Haan (2010), or to apply other regulatory filters 
to avoid for instance prices subject to dumping. 
Even with these precautions the problem of 
chain drift may occur, due to price bouncing, 
i.e. prices may decline or increase strongly in 
some periods, driving the index down/up in that 
specific period. When such changes influence the 
chain without the index returning to its previous 
level the following month, it is referred to  
as chain drift.

An illustration of this problem can be the 
following. Assume for instance that a size filter 
is applied such that e.g. the top 10 items with 
respect to turnover are selected a specific month 
(which were already included in the basket in 
the previous period). Some of the items may be 
“temporary” in terms of  high turnover, whether 
due to significant campaigning or seasonality, 
e.g. Christmas. The next month, these “tempo-
rary” items are most likely not sold at the same 
prices, some may be dumped substantially or not 
exist anymore. Consequently, the same items 

6. In this situation, the basket will have incomplete coverage and thus not 
be representative of the target consumption.
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will not qualify into the top 10 or will be at 
strictly different price levels, and the chained 
index will not return to its preceding level, i.e.  
drift away.

The drift is even more marked when the quan-
tities sold, known from scanner data, are used 
in the index formula to aggregate prices. Chain 
drift is an issue in a whole way, which has been 
thoroughly examined (cf. Johansen & Nygaard, 
2011; Nygaard, 2010; van der Grient & de Haan, 
2011).

The Dynamic Approach and Replacements/
Relaunches: A Non‑Issue

The major drawback with the dynamic approach 
is that it only takes into account the products 
present two successive months for the calcula-
tion of the index of a given month: only existing 
pairs of items are included. However, a relaunch 
can be accompanied by a price increase (either 
the price is unchanged for a lower quantity or 
the price increases without a tangible improve-
ment in quality/quantity). Such changes will be 
“hidden” if not explicitly dealt with. Indeed, with 
the dynamic approach, no quality adjustment 
is made because all the items in the dynamic 
basket are by definition present two adjacent 
months, a feature that unfortunately impairs 
the validity of this approach: “Relaunches and 
replacements are a potential problem for this 
method because the system does not automat‑
ically link a disappearing item code with its 
relaunch or replacement item code” (Eurostat, 
2017a, p. 28).

Weekly Data in a Monthly Index:  
How to Aggregate?

Having data at higher frequency raises the 
question of multiple data: should the points 
be combined? And if yes, how? Manual price 
collection was, and is, undertaken once a month 
per store, which implies single spot prices. As 
stipulated by the HICP guidelines (Eurostat, 
2013), the standard operating procedure is to 
measure prices during the week in which the 
midpoint of the month (the 15th) occurs, or 
additionally one week prior to/one week after 
the midweek. Usually, price measurements 
(in sampled stores) are a priori allocated over 
the three weeks to increase precision over  
the month.

With scanner data came the possibility of 
obtaining weekly consumption, i.e. weekly 
turnover and purchased quantities. The data 
follows calendar weeks, Monday-Sunday, which 
restricts consistent use of more than the three 
full weeks due to weeks that do not start and 
end in the same month. Using the midweek 
and the two adjacent weeks provides at best 
three data points per product offer. Thus, the 
sample precision increases but this occurs in a 
dimension that is not so frequently addressed 
in standard methodology literature, due to the 
nature of economic statistics: discrete meas-
urements of continuous time data (cf. the CPI 
Manual §15.70, ILO, 2004).

Two intuitive possibilities for combining the 
weekly data points into one single price per 
product offer and month are the geometric mean 
and the arithmetic mean, which are both rele-
vant. In the very first implementation, the CPI 
Board concluded that an unweighted geometric 
mean over the (maximally) three weeks would 
be appropriate to obtain the monthly price for 
each product offer from scanner data. In this 
way, the scanner data from the single providing 
retailer would match the remaining non-scanner 
data subset of product offers. The idea was that 
the three weeks from scanner data could be 
considered as three data collection rounds rather 
than one single spot collection, as the remaining 
product offers. The unweighted geometric mean 
approach to aggregation was also in accordance 
with the actual index construction, which is a 
geometric mean value (a Jevons index).

The question of week to month aggregation 
was re-addressed when data from more retail 
chains were obtained and again, the CPI Board 
was consulted (Sammar & Norberg, 2012). This 
time, considering the increase in coverage, the 
Board opted for a weighted arithmetic mean over 
three weeks as it would be reflecting monthly 
unit prices, in line with the actual data (weekly). 
“Weighted” means that the turnovers of at most 
three weeks are aggregated and divided by the 
sum of quantities from the weeks, resulting in 
a monthly average unit price. 

The behavior of the two candidate mean 
values was studied (Norberg et al., 2012) 
in a price index context and it was realized 
that they differed in some situations. For 
more than 90% of the observations, the two 
means differed only subtly. The difference 
were accentuated when weighting played 
in extensively, for instance in periods  
of holidays with low prices. It was realized also 
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that shocks on the base period subsequently 
affected the relative aggregated price (i.e. the 
index) throughout the year even if the two 
means would coincide in the specific month.

Sample Monitoring

Transitioning to scanner data entailed that 
replacements/item substitution for obsolete 
basket items had to be done by the CPI team 
through monitoring basket attrition. In order 
to mitigate potential sample depletion, a very 
simple basket monitoring system was operation-
alized: comparing sales in the current month t 
with the base period December y–1. The moni-
toring covers the number of stores in which 
the product has been sold and the number of 
sold packages, i.e. a two-dimensional analysis. 
This is done a posteriori for each completed 
month. Doing so, the CPI sample remains 
representative (presumably) at the expense of 
at most one working days’ effort every month 
for searching the scanner data for substitutes. 
No imputations are done for missing prices nor 
are stores replaced, should they have closed 
between the annual sample updates. However, 
object non-response, i.e. store obsolescence, is 
a rare event, especially for well-established or 
high-turnover stores.

Estimating Item Related Variance

We now look at the contribution of an article to 
the price index variance in the case of a fixed 
basket, using all or part of the scanner data.
After a brief outline of the sampling design, 
the construction of the index for the elemen-
tary aggregate is presented, then the jackknife 
variance estimation. The section ends with a 
discussion of the finite population properties of 
the sample of daily necessity products.

Item and Store Sampling

The sampling design has two dimensions: 
location and product (items available for 
purchase). By location is meant the actual 
store from which purchases of products for 
private consumption takes place. Items are 
selected through annual sampling, regardless 
of the collection mode. For both scanner data 
and remaining manual price collection, order 
probability proportional to size, or order PPS, 
is applied in the two dimensions (cf. Ohlsson, 
1990; Rosén, 2000). 

Item Sampling

From each of the retail chains covered with 
scanner data, some 800 items are included 
in the annual sample. The sample frames are 
defined every year based on annual aggregate 
scanner data from the year previous to the base 
month. Extensive linking is done between the 
item identifier in the scanner data, the EAN/
GTIN code and finer levels of the COICOP 
classification. Matching with the weekly 
scanner data produces the desired sample. The 
item samples for the retail chains are drawn 
with negative sample coordination of the 
frames between the chains. However, many 
items of well-known brands can be found at 
all retailers and are high-volume sales. Such 
items are often common to several of the  
retailer-specific samples.

Store Sampling

The store sample for daily consumer products 
includes about 60 stores, representing the whole 
country. The design is Poisson sampling which 
is a method for size-proportional sampling 
based on permanent random numbers (Ohlsson, 
1990). Through this, rotations can be achieved. 
However, Statistics Sweden’s standard rotation 
scheme (annually 20%) is not strictly applied 
here. Rotation is applied if it is justified from 
a probabilistic point of view (i.e. represen-
tativeness) in order to avoid excess burden 
on data providers to change their transmitted 
data content. For statistical reasons, stores are 
subject to resampling every year but are only 
replaced if their relative importance is signif-
icantly altered in comparison with previous 
years’ sampling.

Estimation Outline

Estimating the variance in a consumer price 
index is an intricate problem. Variance comes 
from two-dimensional sampling, at the store 
and item levels; formal variance assessments 
can be found in Balk (1989, 1991), Dalén  
& Ohlsson (1995) and Norberg (2004).

The Lowest Level Index: Elementary Aggregates

The elementary aggregates, or lowest level 
index formulation are computed as the 
geometric average7 of the relative prices of 

7. This index formulation is one of the two explicitly recommended 
methods for the HICP (Eurostat, 2013) at the lowest level.
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items belonging to a product group, and over 
all stores. Ratios of prices in the observation 
period t in the current year y relative to the 
prices in the base month 0, Pt,i and P0,i, formu-
late the index Ig

t0, :
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where the sum is calculated over the kg product 
offers i in product group g in which each product 
offer may have a distinct weight wi. In the 
Swedish case, the weights wi are computed as 
a function of the store and item probabilities. 
Most are unit weights, i.e. equal (e.g. wi = 1) 
whereas a few are sometimes larger to reflect 
for instance a well-sold coffee brand in a large 
hypermarket.

If all weights are equal (which is equivalent 
to no weighting) equation (1) is referred to as 
an unweighted Jevons index. If the included 
sample elements reflect the outcome of a size- 
proportional sampling procedure, inclusion 
probabilities and weights cancel out, i.e. 
implicit weighting. When the weights reflect the 
respective consumption share of the items, the 
expression is referred to as a geometric Young 
index (cf. the CPI Manual, formula 1.9, ILO, 
2004).

The Jackknife Method for Stratified Sampling

The jackknife method suggested here is used 
to approximate the variance contribution of the  
nth element in the existing sample. The method 
is explained in Wolter (1985), and a similar 
analysis on scanner data can be found in Leaver 
& Larson (2001) from the U.S. CPI at the 
Bureau of Labor Statistics (BLS).

The computation strategy is to make an esti-
mation of the target parameter, in this case an 
aggregate index of the product group price 
indices (equation 1) while excluding, one by 
one, every element in the existing sample once, 
i.e. retaining n–1 elements in each estimation 
and computing the target parameter based on 
the remaining elements. Running this proce-
dure over all n elements renders an average 
contribution to variation. The selected store 
sample is kept fixed, i.e. the item sample is 
taken as conditional on the existing sample of 
stores. The approach is assumed to suffice for 
the proof of concept – namely the trade-off 
between the item contribution to variance and 

the bias from disregarding explicit quantity 
adjustments.

The Jackknife Estimation Scheme

The approximately 800 sampled items for 
which scanner data are available at each of the 
three retail chains constitute altogether some 
90 product groups within daily necessities in 
the COICOP hierarchy. These product groups 
are by definition the elementary aggregates for 
which a price index is computed with equa-
tion (1) for all products and chains, i.e. one 
aggregate for all items within a product group. 
Items are classified and coded according to the 
product group to which they belong, hence an 
item is synonymous to a product.

The stratification scheme is outlined in Table 2, 
showing the exclusion scheme for each of the 
n–1 runs. In this scheme, product groups are 
crossed with each retail chain to define the 
strata, rendering some 270 strata from which 
items are excluded. Equation (1) is estimated 
over all product groups rendering the target 
parameter – the aggregate daily consumer 
products price index for COICOP 01.

By design, 90 product groups crossed with 
maximally three retail chains render approxi-
mately L = 270 strata. In total, the almost 
800 products sampled within each retailer chain 
can add up to a total of some 2 400 products, 
with variations due to variation in assortments. 
A retailer stratum h has nh items/products.The 
nh varies between the strata within the same 
product group which thus has kg products in 
total; k n h gg

h

H

h= ∈
=

∑
1

,� �. Within each kg there can 
be H = 3 strata, whereas the h sum to L = 270, 
for all g: h ∈ (g, L). 

In a few strata, only one product is found and 
those are omitted from computations since the 
n–1 procedure renders zero remaining pro ducts, 
meaning that no variance can be estimated in 
the specific stratum. Assortments and samples 
vary between chains, sometimes substantially, 
so not all product groups necessarily comprise 
all three chains.

Each estimation excludes, sequentially, one row 
(as displayed in Table 2), i.e. each product in 
a stratum, hence there is no random element 
added in the estimation procedure. Instead, 
randomness in the original sample is reflected 
between runs by altering the composition of the 
given sample.
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The Parameter of Interest

Equation (1) can be expressed in logarithmic 
form, giving the following sum for each product 
group, followed by exponentiation:
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The expression in brackets on the right hand 
side of equation (2) is a linearized version of 
(1), similar to the formulation used by Leaver 
& Larson (2001). This will be the parameter of 
interest when the elimination of the products/
items, n–1, is done in each stratum h within 
product group g. 

For the estimations in this study, the index 
calculation of the elementary aggregate (2) is 
slightly different with regard to the weighting, 
compared to the actual weighting.8 The differ-
ence is that observations, relative prices, within 
each retail chain (= stratum) are averaged and 
summarized to the product group by weighting 
with the average market share of each retailer to 
result in (2) for the complete product group. This 
replaces individual items’ weights wi and this 
is necessary since alternation in the number of 
products offsets the existing implicit weighting 
due to size-proportional samples. The weights 
are normalized so that depending on the number 
of retail chains within each product group, the 
retailers’ average relative price is assigned an 

a priori known 8weight.9 This changes equation 
(2) to (2’): 
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The final estimate of the daily necessity prod-
ucts price index is a weighted arithmetic average 
over all computed products groups’ indices 
according to

I w It
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where the product group weights wg are normali-
 zed so they sum to one, cf. their aggregate share 
in terms of the total basket in Table 1.

By analogy with the definitions in Wolter (1985) 
for estimation under stratification, the price 
index in (3) is computed when the (h,i)th obser-
vation is deleted. This is done for all deletions 
within a stratum and over all strata, resulting in 
as many estimates as there are items/products, 

8. This is the case for Statistics Sweden at present. Other options are 
possible; Statistics Netherlands (CBS) applies index computations, ele­
mentary  aggregates,  to  individual  retail  chains,  which  is  a  slightly  finer 
level than is the case here (van der Grient & de Haan, 2010).
9.  In reality, some products have individual weights to reflect high‑volume 
consumption. This is disregarded here in order to avoid volatility in the 
variance estimations merely due to weighting. All products in the sample 
are taken as an outcome of simple random sampling.

Table 2 
Outline of the jackknife estimation scheme

Estimation run Product group Product code Stratum h Chain

1 1113 1113001 1 1

2 1113002 1 1

3 1113003 2 2

4 1113004 3 3

5 1113005 3 3

6 1113006 3 3

7 1114 1114001 4 1

∙ ∙ ∙ ∙ ∙

∙ ∙ ∙ ∙ ∙

n = 2 400 ∙ ∙ L = 270 ∙
Notes: The numbers n = 2 400 and L = 270 are approximate and for illustrative purposes. Exact numbers are reported in the estimations subsection. 
The light grey fields illustrate the stratification for the chain.
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i.e. approximately n = 2,400 runs. There are at 
most approximately L = 270 ave  rages (strata) 
to obtain from the runs to obtain the variance 
estimate, see (5) below. These L averages are 
computed, for each stratum h as the average 
parameter estimate over the nh parameter 
estimates,

θ θ 

h
i

n

hi h

h

n•( )
=

( )= ∑
1

/ , (4)

so each deletion (n – 1) provides the parameter 
θ hi( ) � in (4), i.e. an estimate of the total daily 
consumer products price index in (3), θ = I t0, ,  
with the ith item deleted.

The index jackknife variance estimator finally 
computed over all product groups within daily 
consumer products is:
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It should be noted that wh in (5) is a stratum-wise 

correction factor; w n
n
Nh h

h

h

= −( ) −




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1 1�  without 
replacement sampling.

Estimation Results

Based on n = 2,066 runs from the L = 231 
complete strata (n>1), the estimated standard 
error of the change in the index with scanner 
data is 0.168 index units on average over the 

twelve months in year 2016, i.e. the monthly 
change in relation to the base period. This means 
that for an index value of e.g. 102, the uncer-
tainty in a 95% confidence interval becomes 
[101.67 ; 102.33]. The monthly standard error 
estimates are given in Table 3.

The results in Table 3 must be considered in the 
context of practical reality. If the samples were 
in fact due to simple random sampling and if, 
at the same time, consumption of goods was 
equally distributed between all products within 
each product group, i.e. consumer preferences 
were identically heterogeneous and dispersed 
equally over all items, then the results obtained 
could easily be multiplied to the universe of 
all products. In such an as-if situation, and 
having in mind that a typical daily consumer 
products store contains more than say 10,000 
items, the Swedish CPI sample of 800 items 
would imply an 8% coverage transferred to the 
variance computation through the finite popula-
tion correction, (1 – (n/N)). If the sample size is 
n = 800 and the population size is N = 10,000, 
the finite population correction would be  
(1 – (800/10,000)) reported in Table 3.

The estimated standard errors can be assessed 
in the context of total CPI standard error. 
The daily products share of CPI is 13.9% as 
reported in Table 1, whereas the total CPI 
standard error for the yearly inflation rate is 
estimated to 0.12 index units (SCB, 2017).  
If the estimated standard error for daily neces-
sity products is related to this total standard 

Table 3 
Standard error estimates 

Month in 2016 Standard error

January 0.1725

February 0.1464

March 0.1514

April 0.1668

May 0.1692

June 0.1705

July 0.1825

August 0.2047

September 0.1651

October 0.1684

November 0.1805

December 0.1426
Notes: Values in index units. Daily necessities index with scanner data. 2066 products and 231 strata.
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error accordingly with weighting, then only 
4 percent of the CPI variance is due to daily 
products (the weight is squared as well as 
the standard errors in order to obtain correct 
levels). Due to this low variance contribution, 
an increase in sample size cannot contribute 
to a much higher precision of the overall CPI 
even if the included items are due to simple 
random sampling.

The item weighting, explicit or implicit through 
size-proportional sampling, offsets this linear 
calculation as it is a sampling design effect. 
Hence, having a sample of the few most sold 
items and a few representative items for the rest 
implies in practice a smaller variance contribu-
tion than that obtained from a simple variance 
estimation as done here. The contrasting 
approach would be to take the dynamic basket 
with a cut-off for the most sold items. Of course, 
applying such cut-off in terms of value share per 
product group implies higher precision, but is 
not necessarily better for estimating inflation – it 
is simpler but most likely only slightly more 
precise since consumption is not equally distrib-
uted over all items.

Interactions and Finite Population 
Characteristics

There may exist relationships in price levels 
between items and outlets and, in turn, within 
brands. Such interaction can be relevant to 
account for regarding variance estimation 
of the CPI, as explained by Norberg (2004). 
However, as the outlet sample is considered 
fixed in this study, any potential interaction is 
disregarded in what follows, assuming that it 
does not impair the results.

Another characteristic of the existing item 
sample is the finite population property. Item 
samples are, as mentioned, obtained from 
complete frames with practically perfect 
coverage of the respective year, y–2. Since the 
sampling design is probability proportional to 
size, some sampled items/products are the most 
sold ones and thus included with certainty. A 
consequence is that the actual variance due to 
the survey design is smaller than what is esti-
mated here, because the jackknife procedure 
treats all items with equal probability, whereas 
in reality their probability of being included 
varies. The proportional trade-off suggested 
here is the worst-case scenario, as if all items 
were sampled with equal probability.

Quantity Changes in Daily 
Consumer Products

We address now the issue of quantity changes, 
using the example of changes actually occurred 
in the Swedish market of daily necessity  
products, in order to assess their possible impact 
on the CPI should these products be included 
in the sample.10 The following bias estimates 
are empirical and based on knowledge from 
media coverage of CPI-related products. So 
far, our experience of packages growing in 
size is limited, whereas the issues outlined 
here concern packages diminishing in size, 
i.e. decreasing quantities. Where necessary,  
quantity adjustments are made for newly entered 
(replacement) items to express their prices in 
comparable units with their predecessors (as 
used in the base period). Quantity can in one 
sense be seen as a quality aspect, and the two 
terms are sometimes used interchangeably,  
cf. the CPI Manual (§7.77, ILO 2004).

Item Substitution and Adjustments  
to Comparable Units

The sampling design and the introduction of 
replacements are of specific interest for the 
CPI to ensure comparability over time within 
the year, as can be easily understood from 
the emphasis in the CPI Manual (ILO, 2004, 
Ch. 8) in which also the scanner data situation is 
addressed. For instance, the following is stated: 
“Where nothing much in the quality and range 
of goods available changes, use of the matched 
models method presents many advantages. The 
matched models method compares like with 
like, from like outlets”, “Where there is a very 
rapid turnover in items such that serious sample 
depletion takes place quickly, replacements 
cannot be relied upon to make up the sample. 
Alternative mechanisms, which sample from or 
use the double universe of items in each period, 
are required. These include chained formula‑
tions and hedonic indices […]” (ibid., § 8.62).

It is clear that in the presence of basket attrition, 
or more correctly, loss of representativeness, 
some kind of a more rapid updating monthly 
chaining and resampling procedure should be 
more efficient and appropriate for scanner data.

10.  The actual CPI basket content with respect to specific products can­
not be stated due to confidentiality. However, these examples are publicly 
known and are here related to potential effects on the CPI “as‑if”.
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However, one may also read out from the same 
paragraph (§ 8.62) that quantity changes in 
relaunched products are not accounted for in a 
matched model method – they should be explic-
itly dealt with and not circumvented. The main 
difference between the monthly chained index 
formulation and the fixed basket formulation is 
that quantity changes, if not addressed, affect 
the fixed basket as a function of time – the 
number of remaining months until the sample 
is annually updated determines the bias. A 
monthly chaining procedure simply chains away 
the problem directly from the inclusion month.

A related issue is that of unit values. In a 
research paper, von Auer (2011) discusses unit 
value indices when products are similar but not 
identical, and unit values over time. One criteria 
for similarity is the package size, i.e. commen-
surability, for which an “amended unit value” 
strategy is outlined. The amended unit value 
is about transforming/recalculating, linearly, 
package sizes to common units between the 
similar products in order to preserve compara-
bility with base period.11 Although not directly 
transferable to our analysis, the outline is very 
much relevant: proper unit values are in some 
sense carried back to the base period. Such an 
approach produces a unit-value basket and not 
merely a unit-value index. The concern here is 
to be able to make relevant comparisons and 
not to circumvent the problem.12 In particular, 
whether with the concept of changing price 
levels or the conventional CPI methodology, the 
linearity of the calculation of the proportional 
unit value can be questioned. Internal work at 
Statistics Sweden has shown that size-price 
relationships are not proportional but rather 
exponential, below the unit level, i.e. a doubling 
of size results in less than a doubling in price.

Quantity Changes on the Swedish Market

Over the past few years, several changes 
in product package have taken place on the 
Swedish daily necessities market. Some of 
these changes have directly affected the CPI 
calculations through corresponding quantity 
adjustments of base period prices for the fixed 
basket. However, if not addressed, this may 
possibly result in a noteworthy bias in the CPI 
in terms of hidden inflation. Some examples 
are given here below.

Coffee: In the last years, many coffee packages 
have downsized from a previously “standard” 
500 grams to 450 grams, or -10%. In fact, 

most packages on the market are now less than 
500 grams. Coffee prices can be rather volatile 
and bundled sales are very common, e.g. buy 
three and pay for two, so this is by nature an 
intriguing item in the CPI basket. The 10% 
change in package sizes was manually accounted 
for according to standard operating procedures 
for the CPI when identified in the samples. 
However, concerning real price changes, the 
point is 1112debatable.13 In fact, the alleged implicit 
price increases due to package size changes 
was subject to media coverage of a dispute 
between the largest daily necessities retailer on 
the Swedish market and a coffee producer with 
substantial market share. This change would 
go unseen with a monthly chaining procedure. 
The weight for the product group Coffee is 
0.39%, which means that if not adjusted for, 
an inflation of 0.039 would be unaccounted 
for due to the 0.1 units size change, although 
perhaps blurred by the general confusion over  
coffee prices.

Sour Milk: In year 2015, at least one dairy 
producer changed the box content of a specific 
kind of Swedish sour milk (filmjölk in Swedish) 
from liters to grams. Filmjölk is a very popular 
creamy milk similar to yoghurt, original to 
Sweden and coming in various flavors and fat 
contents. The change went almost unnoticed 
until daily press and public radio14 announced 
it in a news flash. Having in mind that liter is a 
volume measure and gram is a weight measure 
and the fact that the density of a dairy product 
depends on its fat content15 (FAO, 2012), 
this was not an easy quantity assessment to 
make. Adjustments were done pragmatically 
for all observed brands and varieties in the 
CPI sample.

The corresponding product group, covering both 
yoghurt and sour milk, accounts for 0.419% of 
the basket. A quantity reduction of for instance 
3%, which, for simplicity is an approximate 
attribution of the change in volume, means that 
1000 milliliters are now 970 milliliters. Given 

11. von Auer (2011) treats Change in Price Levels, CPL, which dif­
fers from the more established concepts of Average of Price Changes  
in CPI.
12. Chaining and the hubris of price statisticians was well addressed by 
the now late Professor Peter von der Lippe. Cf. www.von­der­lippe.org 
(2017­07­19).
13. A coffee producer in Sweden commented that consumer market 
prices are due to retailers pricing policy and not due to producers pricing 
policy (Berge, 2016).
14. Cf. the experiment by the Swedish national radio broadcasting service 
(Sveriges Radio) in Bressler & Näslund (2015).
15.  Scientific sources on the internet can be consulted for milk density 
calculations. We  do  not  have  exact  numbers  for  this  specific  Swedish 
product.
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that no price changes are made at sales points, 
this would result in a bias of  0.03 units for 
several products that are included in the CPI 
through the aggregate weight of 0.419% of 
the basket. If at least one third of the product 
group consists of these products the bias would 
be 0.013%. Taken in isolation, this is a very 
small value but in the broader context, adding 
(or multiplying) these bias from all items may 
be substantial over time, and change the path 
of index.

Tobacco: Over the past few years, products in 
the group of tobacco products, which consists 
of cigarettes and the Swedish moist tobacco 
known as snus, have changed package content 
sizes, due to EU regulations. Cigarette packages 
have alternated between 19 and 20 cigarettes. 
Such changes must be accounted for in the fixed 
basket when making replacements. Otherwise, 
if the prices do not change with the package 
size, this 0.05 units change would result in a 
bias on tobacco items. The weight for tobacco 
products is 1.545% of the basket, of which 
cigarettes represent 1.01 weight units, hence a 
bias of 0.05 due to cigarettes only.

All in all, if the three contributions to bias 
presented here are hidden in chaining, a total 
bias of appro ximately 0.1% may be present  
(≈ 0.039 + 0.013 + 0.05 percent of weights). 
This can be compared to the standard error 
of 0.168 index units with a simple random 
sampling, i.e. an overestimation of the actual 
standard error.

*  * 
*

The advent of new data sources opens up new 
possibilities. Coverage, a feature of massive 
digital datasets such as transaction data, is 
unquestionable in terms of context and scope. 
These data are in the range of censuses, less 
than a century after the introduction of random 
sampling theory, which aimed to preserve 
representativeness through small and cost- 
efficient samples (on random sampling theory, 
see Neyman, 1934; more generally on sample 
surveys, see the fascinating anthology by 
Betlehem, 2009).

The arrival of scanner data has somewhat 
challenged the traditional CPI production 
methodology, especially with the development 
of new methods to deal with massive data, 
borrowed from mass data analysis (e.g. machine 

learning). From this point of view, Statistics 
Sweden has taken cautious steps, initially on 
a small scale, to preserve comparability over 
time and with other countries for the purposes 
of harmonised consumer price indices, and to 
ensure transparency.

In this article, we have focused on the case of 
scanner data for daily consumer products and 
their inclusion in the CPI, particularly regarding 
the issue of the trade-off between item related 
variance and the bias from disregarding explicit 
quantity adjustments. One implicit assumption 
is the absence of technological change, i.e. 
that technological developments do not have 
a direct impact on food and drink prices in 
the short term, so that the traditional fixed 
basket approach can be maintained throughout 
the year. In addition, manual price collection 
remains the most common way to produce the 
CPI, including direct comparisons and quantity 
adjustments in the event of item replacement. 
We have seen that the contribution to the vari-
ance/standard error from a randomly sampled 
item in the daily products survey is rather small 
and would tend to decrease with appropriate 
sampling. Given that the samples are based on 
size-proportional sampling strategies, precision 
is actually higher than the findings in this article 
suggest – although lower than that obtained 
in dynamic approaches covering larger sales 
volumes. This must be acknowledged as an 
advantage of dynamic methods, yet the extent 
of the improvement in precision is not certain, 
particularly due to the dependencies between 
daily products and retailers.16 As shown in the 
article, uncontrolled mechanical approaches 
can be questioned, not in terms of coverage 
but because the index they generate may mask 
inflation rather than show it if quantity changes 
are ignored. 

Although the focus was on daily necessities, 
this is an issue for the overall CPI, highlighting 
one possible drawback with using scanner data: 
important details like quantity adjustments 
can now be blurred in the data deluge – as if 
coverage alone was the panacea for obtaining 
accurate measures of inflation (or deflation).

However, this should not lead to ignoring or 
denying the opportunities offered by scanner 

16.  As mentioned earlier, item samples can be retailer specific or common 
between retailers, e.g. high‑volume sales of well‑known brands. Inflation is 
most unlikely to affect the basket only through a few independent items due 
to manufacturer dependency so item and/or store samples are not strictly 
independent, regardless of sampling procedure. The question of true effective 
samples sizes is so far unaddressed for the Swedish CPI. The interaction 
term between the two sampling dimensions is addressed in Norberg (2004).
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data. Extensive development is taking place in 
other countries, as attested by the meetings of 
the Ottawa Group, the most important global 
forum for price indices. It is worth noting that 
Statistics Netherlands (CBS) have been forging 
ahead in this field, as shown by the various 
research reports published. Nevertheless, from 
a comparative point of view, using scanner data 
with isolated methods that cannot be compared 
but modify the CPI methodology significantly 
can be questionable. The endeavour might also 
be disproportionate in order to gain a modest 
increase in overall precision: we have seen here 
that the variances of the price index of daily 
consumer products (excluding fruit and vegeta-
bles) are small, which can be contrasted to other 
sources of error that may affect the CPI.

Finally, the arrival of Big Data should invite us 
to keep in mind that the production of statistics 
requires a quality assessment of the complete 

process, not only the data, as stressed by e.g. 
Biemer et al. (2014) and Biemer & Lyberg 
(2003). This means thinking in terms of “total 
survey error” (Biemer et al., 2017). For scanner 
data, and especially dynamic sampling, this 
implies quality control at the codification level 
within the COICOP nomenclature. Otherwise, 
the data may not fit into the basket as intended. 
Ensuring that data are consistent with the survey 
methodology is a matter of precaution, as high-
lighted, for example, by Couper (2013), who 
points out that the data must be in accordance 
with the topic rather than the topic distorted to 
adapt it to the data.

For the time being, Statistics Sweden has been 
sticking to the traditional CPI methodology 
while some other countries have gone further 
with “big data” approaches. But further steps 
in the use of scanner data are likely in the  
near future. 
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The use of scanner data to measure the 
Consumer Price Index (CPI) is gradually 

expanding. Indeed, scanner data offer an almost 
ideal alternative to traditional survey data because 
these data sets contain transaction data. Both 
prices and expenditures are available for every 
sold item, with each item identified by its barcode 
(officially known as GTIN, the Global Trade Item 
Number, which is issued and adminis tered by the 
international company GS1). The expenditures 
by item available in scanner data can then be used 
to construct weighted price indices, which gives 
scanner data a big advantage over survey data.

In Europe until 2014, four National Statistical 
Institutes (NSIs) used scanner data in their CPI 
and this number has increased to ten by January 
2018 (see also Leclair et al., this issue). NSIs 
are allowed to develop their own method for 
processing scanner data and calculating price 
indices for elementary aggregates. Comparability 
of methods across countries is nevertheless desi‑
rable, also for elementary aggregates, so in an 
attempt to guide NSIs to start with the processing 
of scanner data, Eurostat has set up guidelines and 
a description of current practices (Eurostat, 2017).

Obtaining scanner data may be a lengthy process. 
Different factors are involved, such as finding out 
which persons to get in touch with in a retailer’s 
organisation, the willingness of a retailer to coope‑
rate, and the available time in order to prepare  
a data set according to a format usable by a 
statistical institute. Several countries, such as the 
Netherlands, benefit from a statistical law when 
requesting scanner data, but countries without 
such a law may face difficulties in the acquisition 
of scanner data, and some NSIs are focusing on 
collecting online data (e.g., see Breton et al., 
2016). The use of web scraping for collecting  
online prices and information about item charac‑
teristics has greatly gained in popularity in 
recent years (Breton et al., 2016; Cavallo, 2016; 
Griffioen & ten Bosch, 2016). Web scraping of 
online prices opens new possibilities for official 
statistics. Like scanner data, sample sizes can 
be drastically increased and data collection and 
processing can be automated to a large extent. 
Automated online data collection also allows 
to decrease the administrative burden of price 
collection, not only for NSIs themselves but 
also for retailers. Statistical institutes therefore 
consider the replacement of sample surveys by 
automated collection of online price data as a big 
opportunity and challenge.

Given the increasing popularity of web scraping, it 
is important to explore the possibilities and limits 

of using online prices for price index calculation. 
Web scrapers only collect online prices; expendi‑
tures for items offered on a website can obviously 
not be collected online. Of course, this also 
holds for traditional price collection. However, 
now that scanner data have become available, 
it is possible to quantify the consequences 
on a price index of having or missing certain 
information. For example, using expenditure‑ 
based weights or equal weights for products in 
an index number formula may result in quite 
different price indices (Chessa et al., 2017).1

Finding such differences leads to the following 
important question: do the numbers of web 
scraped product prices correlate well with the 
numbers of sales contained in scanner data? In 
case of an affirmative answer, price indices that 
are exclusively based on web scraped prices and 
quantities are expected to give good approxi‑
mations to price indices based on scanner data. 
The outcome obviously depends on different 
factors, such as the policy of online shops and 
the design of their websites (e.g., which products 
are promoted and found more often on a website) 
and the scraping strategy (is a whole site scraped, 
how often and at which times). Of course, a 
sensible comparison between price indices based 
on scanner data and web scraped data can only 
be made if the same metadata about items can 
be used in price index calculations.

Statistics Netherlands (CBS) receives scanner 
data from a large Dutch online department store 
since several years. In October 2012, CBS 
started to collect online prices and metadata 
from the same store with a web scraper. The 
scanner data and web scraped data therefore 
offer an excellent opportunity for comparing 
product prices, quantities and price indices 
between the two data sources. Price indices 
calculated using scanner data can be used as 
benchmarks in order to assess the accuracy of 
price indices calculated with web scraped data. 
The objective of this paper is to compare price 
indices based on the two data sources.

The paper is organised as follows. The next 
section briefly describes the information 
contained in the scanner data and web scraped 

1. We use the term “product” as a more generic concept alongside “item”, 
which refers to GTIN. A product is equivalent to an item when GTINs have 
low rates of churn, that is, when assortments are stable over time. When 
assortments are not stable, for instance, when GTINs have rather short 
lifetimes because relaunches occur, then GTINs should be linked and 
combined into groups. The GTINs in each group have the same set of 
item characteristics. We call such groups “products”. How characteristics 
are selected, and whether GTINs are suitable as products, is a complex 
issue that would deserve a separate study.
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data of the Dutch online store. Then in the third 
section we describe the method applied to the 
scanner data and web scraped data of the online 
shop, which we call the “QU‑method” (Quality 
adjusted Unit value method). The price indices 
calculated for the two data sources are then 
compared at category and COICOP level2 in 
the fourth section. The paper concludes with 
the main findings of this study and some sugges‑
tions for further research.

Scanner Data and Web Scraped Data 
of a Dutch Web Store

In the first years of its web scraping develop‑
ment programme, which was initiated more than 
five years ago, CBS focused on clothing and 
footwear, as part of its policy to reduce the use 
of traditional surveys for these product catego‑
ries in the CPI. Consequently, the comparisons 
between prices, quantities and price indices 
for web scraped and scanner data will focus on 
clothing and footwear items. Results of a data 
analysis are also presented, in which product 
prices and quantities are compared for the two 
data sources.

Scanner Data

CBS receives scanner data from the Dutch online 
department store since January 2011. The retailer 
specifies and sends the data on a weekly basis, an 
agreement that is also made with other retailers. 
The scanner data cover the transactions of the 
entire assortment of the department store. The 
assortment is very broad; besides clothing and 
footwear, the department store sells electronics, 
products for house and garden, products for 
recreational activities, etc.

For every item (GTIN), the scanner data sets 
contain the following information, delivered as 
separate fields: 

‑ Year and week of sales (combined in one field);
‑ GTIN;

‑ Item number, a retailer specific 6‑digit code 
of an item;

‑ A text string with a (short) description of the 
item;

‑ Group according to which an item is classified 
by the retailer;

‑ Group number;

‑ Number of items sold;

‑ Turnover (expenditure);

‑ Number of items sent back;

‑ Turnover for returned items;

‑ VAT.

Since the end of 2013, numbers of returned 
items and the corresponding turnover are also 
included by the retailer in the data, and are avai‑
lable every week in the data since March 2014. 
Returned values are subtracted from the fields 
“Number of items sold” and “Turnover”, so that 
these values are net values. “Number of items 
sold” and “Turnover” can therefore take nega‑
tive values, when “Number of returned items” 
and their corresponding turnover are larger than 
the numbers of items sold originally and the 
associated turnover.

Web Scraped Data

Product types like clothing may exhibit high 
rates of churn. New items have to be linked to 
exiting items of the same or comparable quality 
in order to capture “hidden” price changes when 
calculating price indices. Such replacements of 
items are also known as “relaunches”. Items can 
be linked according to a set of common charac‑
teristics. It is therefore important that scanner 
datasets contain such information about items.

However, statistical institutes depend on what 
retailers are able to deliver, so that scanner data 
may not always contain sufficient metadata for 
linking items. Unfortunately, this is the case  
for the scanner data of the online store treated in 
this paper (see later in this section). Statistical 
institutes may contact retailers and request more 
information. Web scraping offers an interesting 
alternative for supplementing item information 
in scanner data.2

The web scraper built for the Dutch online store 
collects data every day since the first day it was 
run (6 October 2012). The following informa‑
tion is collected for each item:

‑ One field with year, month and day to which 
the scraped data applies;

‑ The retailer specific item number;

‑ An item description;

2. By this we mean the COICOPs men’s clothing and women’s clothing.
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‑ Brand name;

‑ Three levels of item classification;

‑ Item price;

‑ The item’s regular price.

The item descriptions collected by the web 
scraper contain more information than that from 
the scanner data. A typical item description in 
the scanner data is, for instance, ‘Men’s trou‑
sers’. The web scraped text strings also contain 
the item’s brand name, package content (e.g. 
number of single items in a multi‑pack item), 
and the size, fabric and type of fit are specified 
for some clothing items. The brand name is also 
available as a separate field.

The item level on the website can be reached 
by navigating from the main menu through two 
submenus, so that items are classified according 
to three group levels. As was mentioned at the 
beginning of this section, the assortment of  
the online store is quite broad. The main focus  
of the web scraper is to collect information about 
clothing and footwear items. The three levels 
of item classification that apply to clothing and 
footwear can be summarised as follows:

‑ The upper level (main menu) subdivides 
clothing and footwear items into five groups: 
‘Men’s clothing’, ‘Women’s clothing’, 
‘Children’s clothing’, ‘Premium selection’ and 
‘Sale’. We will refer to the upper level as “main 
group” in this paper;

‑ The intermediate level is called “category”. 
The scraper has collected information from 145 
categories during the period investigated in this 
study (March 2014 – December 2016);

‑ The most detailed level is called “type”, which 
contains 1,131 groups.

The main groups Premium selection and Sale 
may contain items on discount. An item may 
therefore be reached from the main group ‘Sale’ 
or from one of the three main groups ‘Men’s 
clothing’, ‘Women’s clothing’ or ‘Children’s 
clothing’. The web scraper “navigates” through 
each of the five main groups, which means that 
the same item can be scraped more than once 
on one day. Multiply scraped items are recorded 
as separate counts.

Obviously, ‘Sale’ does not only contain clothing 
and footwear items, but also other items on 
discount. The web scraper therefore also collects 
the above‑listed information for electronics, 

house and garden, beauty and care products, 
etc. The web scraped data contain two prices 
for items on discount: the item’s actual (i.e., 
discount) price and the item’s regular price. The 
regular prices of items on discount are collected 
together with the discounted prices; regular 
price in fact refers to the price just before the 
discount period. In our index calculations, we 
use of course the discounted prices for items on 
discount – not the regular prices.

Data Analysis

In this subsection, we investigate several aspects 
of the scanner data and web scraped data that 
are of direct interest to price index calculation. 
Our primary focus is obviously on comparing 
prices calculated from the two data sources. 
Quantities sold are used to calculate unit product 
values and, together with prices, they constitute 
a source for deriving product weights. A second 
interesting question therefore is how the quan‑
tities sold compare with the numbers of web 
scraped product prices.

Properties of the Two Data Sets

A first key step before using large electronic 
data sets in the CPI or for research purposes is to 
subject these to a number of checks. The articles 
on data quality by Daas & van Nederpelt (2010) 
and Daas & Ossen (2010) propose a number 
of “quality dimensions” on which data can be 
checked. Below, we summarise our findings on 
some of the dimensions that we investigated for 
scanner data and web scraped data.

‑ Completeness: The variables (i.e. the 
columns or fields) in both data sets show a 
high degree of completeness. All records 
of the scanner data are filled, except for the 
GTIN code, which has a high percentage of 
missing values (46.4%). The reason for this 
large number of missing values is unknown.  
This could be due to the fact that the retailer 
has its own product codes, which are available 
for each record. Item descriptions are avai lable 
for every record as well. The web scraped 
data also have a high degree of completeness. 
Prices and item descriptions are missing in 
21 records, which is negligible on several 
millions of records.

‑ Stability: Stability is another essential factor 
that needs to be checked before using a data set 
for regular statistical production. CPI production 
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will be hampered when, in one month, the total 
number of records appears to be much lower 
than usual. Both scanner data and web scraped 
data do not reflect rapid increases or decreases 
in the total number of records per month. The 
number of records increases over time, which 
can be ascribed to the extended assortment.

‑ Degree of detail: The amount of metadata in 
the scanner data of the webshop is limited. The 
following figures serve as an indication: 25% 
of the item descriptions contain one word and 
62% consist of two words at most.

The web scraper collected information for 
385,833 items during the period March 
2014‑December 2016. This number is quite 
close to the number of 407,253 sold items in 
the scanner data, although the scanner data cover 
the whole assortment (in contrast to the web 
scraped data). The large number of web scraped  
items is partly due to the fact that the web scraper 
also collects information about items other than 
clothing in ‘Premium selection’ and ‘Sale’. 
Another reason for the large number is that the 
website may also contain items that were not sold.

If we combine brand name with the three 
levels of item classification in order to group 
or link items, then the 385,833 web scraped 
items are subdivided into 59,588 of these item 
groups. The ratio of the number of items to item 
groups is thus fairly small. It is much smaller 
than for the scanner data (1,635 groups for 
407,253 items), which highlights the greater 
level of detail in the metadata collected by the 
web scraper. This benefits the homogeneity of 
products when item characteristics are used to 
define products.

‑ Timeliness: CBS receives scanner data on 
a weekly basis for all retailers, and the data 
are usually received on time. The web scraper 
collects data on a daily basis, during the night 
so as not to interfere with busy shopping hours. 
The data are available as soon as the data have 
been collected on the website. However, situa‑
tions may arise that affect timeliness. One of 
these occurs when a website is unreachable or 
when it has changed. Based on our experience, 
the first case has rarely taken place. The second 
situation is more frequent and for this reason 
we set up a “DevOps team” (Development and  
Operations team) to adapt and maintain 
the web scrapers (for more information on 
how CBS implemented this, see Griffioen  
et al., 2016).

Price Comparisons

It is important to note that scanner data enable us 
to compute transaction prices, that is, the prices 
actually paid by consumers, and may include 
different components like for instance, special 
discounts, for card holders or customers with 
coupons. This is not so with web scraped prices, 
which are not transaction prices, but the prices 
offered by a retailer on a website.

The price for a set of different transactions of 
the same item, or items of the same quality, can 
be calculated as a unit value: the ratio of total 
expenditure divided by the sum of the quan‑
tities sold (ILO et al., 2004, p. xxii). Usually, 
this boils down to a straightforward exercise. 
However, complications may arise when 
consumers return items frequently. The online 
store has a customer‑friendly return policy, 
which allows consumers to return items within 
14 days after delivery and free of charge within 
this period.

Returned quantities and corresponding expendi‑
tures are subtracted from the quantities sold and 
the expenditures in the week in which items are 
returned and processed by a retailer. Quantities 
sold and expenditures therefore represent net 
values in the scanner data. The processing week 
may differ from the week of purchase. This 
has two important implications: net quantities 
and expenditures may be negative; unit values 
derived from the two net values will differ from 
the original price paid when the price at which 
items were bought differs from the price in the 
week in which items were returned. In addition, 
consumers tend to buy more of an item when it 
is on discount. This means that the first weeks 
after a discount deserve special attention when 
comparing prices based on scanner data and web 
scraped data.

CBS asks for separate information about quanti‑
ties returned and the corresponding expenditures 
when requesting scanner data. The scanner data 
of the Dutch online department store contain 
this information since week 12 of 2014. We are 
thus able to quantify the impact of item returns 
on net expenditures, quantities sold and unit 
values.

Figure I shows prices based on scanner data 
and web scraped data for a single item during 
one year. The prices derived from scanner 
data (Figure I‑A) include item returns; that is, 
quantities and expenditures of returned items are 
subtracted from the sales values in the weeks in 
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which the items were returned in order to yield 
net values (dotted line). Prices were calculated 
only when both net expenditures and quantities 
are greater than zero. Three very high peaks 
appear. Each of these peaks follows a week with 
lower prices. Unit values that are calculated 
from net expenditures and quantities result in 
prices that are higher than the prices in the week 
in which items are returned. High price peaks 
occur when the quantities of returned items are 
close to the quantities sold in the week in which 
items are returned.

The subtraction of these values allows calcu‑
lating the “true”, original transaction prices 
(black line in Figure I‑A). This highlights the 
importance of requesting separate information 
about expenditures and quantities of returned 
items. The corrected prices compare much 
better with the web scraped prices shown in 
Figure I‑B. Web scraped prices are higher, on 
average, in the first weeks (i.e., until week 19, 
or day 109 on the right). The item was sold for 
the first time in week 8 of 2015. Apparently, 
the item entered the assortment at high prices, 
but the black line in Figure I‑A suggests that 
the consumers mostly bought the item when it 
was on discount. After the initial period, the 
differences between the prices for the two data 
sets become smaller.

Given the impact that returned items may have 
on net expenditures and quantities, we decided 
to exclude returned items from expenditures 

and quantities in order to compare prices and 
quantities sold with web scraped prices and 
quantities. We computed two basic statistics 
for prices and quantities: ratios of web scraped 
prices to prices based on scanner data, and 
correlations between numbers of sold products 
and the numbers of web scraped product prices 
over time. We computed correlations in the 
second case, because a one to one comparison 
between numbers of sold products and web 
scraped numbers is difficult to make.

Histograms for ratios are shown in Figure II for 
the combined categories “Trousers and jeans” 
for women and women’s shoes. We combined 
in the same group items with the same brand 
name and the most detailed level of item classi‑
fication (Type). We also made this choice for 
price index calculation (see below). Items 
from the main groups ‘Premium selection’ and 
‘Sale’ were included as well in order to take 
into account discount prices. An example of a 
[Brand×Type] group is “Jeans bermuda” of, say, 
brand X. A combination of [Brand×Type] will 
be referred to as “product” in this paper.

The graphs in Figure II show the combined price 
ratios of all products in each month. The graphs 
show high peaks around 1 (equal prices), and 
both are skewed towards ratios larger than 1. 
Web scraped prices tend to be higher, on 
average, than transaction prices. The same was 
already noted for the prices of the single item 
(cf. Figure I). Lower scanner data prices may be 

Figure I
Weekly prices based on scanner data and daily prices based on web scraped data for a single item  
(men’s jeans) in 2015
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caused by shifts in sales towards cheaper items, 
for instance, when such items are on discount 
(“quantity effect”).

Quantity Comparisons

We calculated correlations between the numbers 
of sold products and the numbers of web scraped 
product prices. For each product, a correlation 
was calculated from the pairs of sold numbers 
and numbers of scraped prices of all months in 
the time series. Both graphs show remarkably 
high correlations, with the highest frequencies 

occurring for the largest correlation classes 
(Figure III). Such patterns would not be obtained 
if the web scraped numbers were independent of 
the numbers of sold products. This would lead 
to distributions centred on zero correlation. The 
small bumps for the smallest correlation class 
can be attributed to a large extent to products for 
which prices are observed in only two months. 
Removing these products from the calculations 
eliminates the bumps.

The frequencies by which items can be found 
across different menus of a website over time 

Figure II
Frequency distributions of ratios of web scraped product prices to unit values for scanner data,  
for two product categories
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Notes: The frequencies in a graph sum to 100 per cent. The price ratios on the horizontal axes are centred class values, using a class width of 0.04.
Sources: Scanner data and web scraped data on clothing and shoes.

Figure III
Frequency distributions of correlations between the numbers of web scraped product prices  
and the numbers of products sold

A – Women’s trousers and jeans
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Sources: Scanner data and web scraped data on clothing and shoes.
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seem to correspond quite well with the quantities 
sold. This may be traced back to the retailer’s 
policy to promote items that are sold more often 
on the website. Other product categories yield 
similar results, both for prices and quantities, 
which constitute favourable conditions for the 
price index comparisons between the two data 
sets. It is therefore important to be in contact 
with the retailer in order to find out more about 
its strategy behind organising the website.

Assortment Dynamics

Clothing and footwear are usually characte‑
rised by high churn rates. We investigated the 
dynamics of the assortments of different product 
categories for scanner data and web scraped data. 
We quantified the dynamics by introducing three 
measures: (i) the share of products that are sold 
or are available over longer periods, referred to 
as “flow”, (ii) the share of products that enter 
an assortment during a year, or “inflow”, and 
(iii) the share of products that leave an assort‑
ment, or “outflow”. We calculated the three 
flow measures as bilateral statistics, that is, for 
pairs of months. The first month was kept fixed 
(chosen as the base month). Products that are 
sold or are available both in the base month and 
in the second, or current, month are counted 
as flow, products that are not sold/available in 
the base month but only in the current month 
are counted as inflow, while products that are 

available in the base month but not in the current 
month are counted as outflow.3 

The three flow statistics are calculated for every 
month in the period March 2014‑December 
2016. This is done for each year separately, using 
March 2014, December 2014 and December 
2015 as base months for the three years. The 
statistics are calculated by performing counts at 
product level, that is, for [Brand×Type] groups. 
Figure IV shows the three flow statistics for 
men’s trousers and jeans.

The flow rate in the base months is, by defini‑
tion, equal to 100%. The rapid decline of the 
flow rates and the increase and high values of 
inflow indicate a highly dynamic assortment. 
The two graphs clearly show that there is hardly 
any difference between the flow statistics for 
scanner data and web scraped data. This means 
that items that are not sold anymore are quickly 
removed from the website. It is also worth noting 
that the high degree of dynamics is evidenced 
at product level, that is, at a less detailed level 
than the item/GTIN level. The high dynamics 
at product level play an important role in the 
choice of index method.

3. The choice for bilateral measures was made in order to keep calcula‑
tions tractable. Extensions to additional months are obviously possible, 
but the characterisation of the dynamics becomes more complex. See 
Willenborg (2017) for more details.

Figure IV
Flow dynamics for men’s trousers and jeans, per year, for scanner data and web scraped data
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The QU Method

Clothing is a notoriously complex field in price 
index calculation, because product categories 
may be characterised by high churn rates. 
Bilateral index methods may be problematic: 
direct bilateral methods do not include new 
products in the index calculations in the course 
of a year, but only at the next base month, 
while monthly‑chained index methods may 
suffer from chain drift. The comparative study 
in Chessa et al. (2017) shows that weighted 
bilateral indices may significantly differ from 
transitive indices, contrary to the condition that 
price index methods should satisfy in order to 
exclude chain drift.

In contrast with bilateral methods, which use 
information from two periods in index calcula‑
tions, multilateral methods use information from 
multiple periods. A big advantage of multilateral 
methods over bilateral methods is that transitive, 
drift free indices can be calculated using different 
weights across products, which are even allowed 
to vary from month to month. However, certain 
methods, among which the GEKS method 
(GEKS for Gini‑Eltetö‑Köves‑Szulc), are 
sensitive to downward biases when applied to 
dynamic assortments where products leave an 
assortment under clearance prices (Chessa et al., 
2017). Such situations are not uncommon for 
clothing (Chessa, 2016a). We therefore selected 
a method that does not have the afore‑mentioned 
problems, which we call the “QU method” 
(Quality adjusted Unit value method), for the 
scanner data and web scraped data of the online 
shop. This method was introduced into the Dutch 
CPI in January 2016 (Chessa, 2016a). When 
applied to price comparisons over countries, it is 
also known as the Geary‑Khamis (GK) method, 
which is in fact a special case of the broader 
class of QU methods. For this reason, we prefer 
to use the latter term or, more specifically, also 
“QU‑GK”.

Index Formula

Chessa et al. (2017) compare weighted and 
unweighted bilateral and multilateral index 
methods on scanner data sets of four product 
categories of a different Dutch department store 
than the one considered in the present paper. The 
use of weights in index formulas may lead to 
substantially different results compared to equal 
weights methods. But the use of weights in bila‑
teral methods may be problematic, in particular 
when used to calculate monthly chained indices. 

Such indices may lead to severe drift, which 
directly results from the intransitivity of monthly‑ 
chained bilateral indices.

Direct bilateral indices do not timely capture 
new products, which are included only at the 
next base month, unless prices are imputed in 
months before the month of introduction to 
an assortment. The comparison for clothing 
shows that the contribution of new products to 
an index may be considerable (Chessa et al., 
2017). Multilateral methods are free of chain 
drift, allow a timely inclusion of new products 
and price imputations are not needed.

The assortment dynamics justify the choice 
for a multilateral method also for the scanner 
data and web scraped data of the Dutch online 
shop. The differences among price indices for 
different multilateral methods are not very large 
in Chessa et al. (2017), but may be significant. 
The GEKS method, and also the CCDI method 
recently proposed by Diewert & Fox (2017), are 
sensitive to clearance prices of outgoing items, 
which lead to downward biases (Chessa et al., 
2017). Other methods, like the QU method and 
the Time Product Dummy method, do not have 
this drawback.

The QU method was introduced into the Dutch 
CPI in January 2016; its first application in the 
CPI was on mobile phones. Since July 2017, it is 
also applied to scanner data of the Dutch depart‑
ment store referred to above. The QU method 
can be considered as a family of methods, 
which also covers some well‑known bilateral 
methods, such as the Laspeyres, Paasche and 
Fisher indices (see also Auer, 2014). But its 
primary aim is to construct multilateral, transi‑
tive indices. In fact, the method extends the 
concept of unit value to sets of heterogeneous 
goods. In order to accomplish this, we have to 
account for quality differences between pro‑
ducts. For this reason, we refer to the method as 
“Quality adjusted Unit value method”, which we 
abbreviate to “QU method”. Other authors, like 
Auer (2014), speak of Generalised Unit Value.

In order to explain the idea behind the 
QU method, we first introduce some notation. 
Let G0 and Gt denote sets of products that belong 
to some product category G, for a base month 
0 and, say, current month t. The sets of pro‑
ducts in 0 and t may be different. Let pi,t and qi,t 
denote the prices and quantities sold for product 
i ∈ Gt, respectively, in month t. We want to find 
scaling factors, say νi, that transform the prices 
of different products in month t into “quality 
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adjusted prices” pi,t / νi. This transformation 
implies that quantities sold qi,t of each product 
are converted into quantities νi qi,t. In expression 
(3) below, the νi of the products are defined as 
average deflated prices over a time interval. The 
νi could be interpreted as “reference prices” and 
νi qi,t as quantities valued at the reference prices 
of the products.

The price and quantity transformations allow us 
to define and calculate a “quality adjusted unit 
value” pt  for a set of products Gt in month t:
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Expression (1) can be used to define a price 
index by dividing the quality adjusted unit 
values in two months:
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The numerator on the right‑hand side of (2) is 
an index that measures change in turnover or 
expenditure between two months. The denomi‑
nator is a weighted quantity index. Expression 
(2) makes clear why the price index is transitive: 
both the turnover index and the weighted quan‑
tity index are transitive.

The weights νi are defined as follows over some 
time interval [0,T ]:
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Expression (3) in fact says that the νi are unit 
values as well. For each product, the expendi‑
tures are summed over the interval [0,T ] and 
divided by the quantities sold of a product over 
the same time interval. In order to exclude price 
changes from the νi and the weighted quantity 
index, the product prices of different months 
are deflated by the price index of the product 
category. The νi are also known as “reference 
prices” (usually referred to as international 
prices in the spatial context). Expression (3) 
is the choice made for these prices in the 
Geary‑Khamis (GK) method.

Average deflated prices over a period are thus 
used to obtain the transformed quantities νi qi,t. 
The product prices of all months in a time 
interval [0,T ] are used, as is usually done in 
practice, also with other multilateral methods. 
Nevertheless, it may be worth to consider refine‑
ments of (3); for example, discount prices might 
be excluded from the νi in order to obtain values 
that represent quality more closely. This could 
be investigated in future research.

The choice of prices for defining the νi is quite 
common in index theory. The QU method can 
be regarded as a family of index methods, in 
the sense that different choices for the νi lead to 
different index formulas. In order to illustrate 
this with several examples, we simply consider 
the set of products that are sold in both months, 
that is G Gt0 ∩ . If we set v pi i= ,0 for each product 
i G Gt∈ ∩0 , then expression (2) turns into a 
Paasche price index. If we set v pi i t= ,  for each 
product i, then formula (2) becomes a Laspeyres 
price index. If the νi are equal for all products, 
then (2) simplifies to a unit value index. This is 
precisely what we would expect for products of 
the same quality, since their quantities sold can 
be summed without transforming these.

Since the price index acts as a deflator in (3), 
equations (2) and (3) must be solved simulta‑
neously. Chessa (2016a) describes an iterative 
algorithm, which starts with arbitrary initial 
values for the price indices P PT1,� ,� ,…  with P0 1=  
(see also Maddison & Rao, 1996). These price 
indices are substituted in expression (3), so that 
initial values can be calculated for each νi. These 
values are entered in expression (2) to yield 
updates of the initial price indices. These two 
steps are repeated until the differences between 
the price indices in the last two iteration steps 
satisfy a stop criterion set by the user. More 
details about the QU or GK method can be found 
in Geary (1958), Khamis (1972), Auer (2014) 
and Chessa (2016a).

Before applying the method, a number of ques‑
tions need to be dealt with, firstly the length of 
the time interval [0,T ], and the way to include 
additional data, since new data becomes avai‑
lable each month. We address later the issue of 
the definition of the products included in the 
sets of goods Gt.

Length of the Time Window

For the choice of the time interval or window 
we use a fixed base month (December of the 
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previous year), which is in line with the HICP 
regulations. The Dutch CPI uses a window 
length of 13 months and we do the same here.

The impact of changing the window length on 
price indices has been a subject of investigation 
in Chessa et al. (2017) and more extensively 
in Chessa (2017a). The first study compared 
windows of 13 months and the entire period of 
50 months for four product categories. Substantial 
differences were found in one of the categories. 
In Chessa (2017a), the differences were also 
quantified at COICOP level. The differences 
between windows of 13 months and 4 years are 
in the order of tenths of percentage point in the 
year on year indices or even negligible for quite 
a number of COICOPs. There was no difference 
between the two window lengths at retailer level 
for a large Dutch supermarket chain. 

Weight Updating and Index Calculation

With new data becoming available each month, 
the inclusion of additional data may lead to 
different values of the νi, and the price indices 
that were calculated until the previous month 
may change. However, price indices cannot 
be revised in the CPI, apart from exceptional 
situations. How can we calculate a price index 
for a next month, given this “revision problem”?

In theory, the solution of equations (2) and (3) 
provides us with a set of 13 transitive index 
numbers for any year [0,T ], where the base 
month 0 denotes December of the previous year 
and T = 12 represents December of the current 
year. Price indices and product weights or refe‑
rence prices νi are calculated for all 13 months of 
the year simultaneously, so that the νi have the 
same value in every month. We could publish 
the resulting indices if we had the possibility 
to revise price indices of previous months each 
time new data of a next month are included in 
the index calculations. The νi calculated for 
December of the current year eventually gives 
the desired set of values for the product weights, 
which could be used in each month to obtain 
transitive indices.

In practice, we cannot forecast the prices in 
future months, so that the aim of constructing 
transitive indices will remain, at most, an ideal 
theoretical benchmark. The inclusion of data 
of a next month changes the values of the νi 
and in turn also the price indices of previous 
months. Price indices of previous months can 
usually not be revised in the CPI, which raises 

the question of how a price index for a next 
month could be computed.

Different methods have been proposed for 
updating the νi and for calculating price 
indices of a next month. Updating methods are 
constructed upon choices about three aspects4:

‑ The use of a fixed base month or a moving 
reference month;

‑ The adoption of a rolling window against a 
monthly expanding window. The latter can only 
be used in combination with a fixed base month;

‑ The use of a direct index method, a monthly‑ 
chained method or a splicing method.

Chessa (2016a) proposed a fixed base month 
method, a monthly expanding window and 
a direct method for calculating a price index 
for a next month. The method uses data from 
different numbers of months throughout a year 
(two months in January, three in February, until 
reaching the maximum number of 13 months in 
December), and does not require historical data. 
The direct index method calculates price indices 
for the current month with respect to the base 
month by making use of the most recent set of 
values for the νi.

The method ensures that the price indices of 
December are equal to the transitive price 
indices that would be obtained by making use of 
the full data of 13 months in every month of the 
year. This means that the “fixed base monthly 
expanding window” (FBEW) method is free of 
chain drift. The use of a direct index method 
allows us to bypass chain drift. Index series 
longer than one year are constructed by chaining 
the series of the current year to the index of 
December of the previous year, so that some 
form of chaining is eventually used. But it is a 
less frequent form of chaining and, moreover, 
the use of 13‑month windows means that the 
theoretical values of the νi are allowed to differ 
from year to year for each product. This is an 
explicit choice, which could be made to reflect 
gradual quality changes over time.

The monthly expanding window could also be 
replaced by a 13‑month rolling window, while 
still calculating price indices with a direct 
method with respect to a fixed base month. This 
alternative method is compared with the FBEW 

4. Notice that these choices, and therefore the type of updating method, 
can be applied in combination with any multilateral method. An illustration 
of this can be found in Chessa et al. (2017).
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method in Chessa (2017a) and in Lamboray 
(2017). Differences between the two methods 
turned out to be very small or negligible. The 
indices calculated with the updating methods 
and the transitive “benchmark” indices turned 
out to be almost the same or even equal in each 
of the cases studied (Chessa, 2016a; 2017a; 
2017b). Large differences occurred occasionally 
and mostly in short time periods.

A different class of methods uses a moving 
reference month instead of a fixed base month. A 
natural choice is to combine a moving reference 
month with a rolling window of fixed length, 
as this allows the inclusion of data from a next 
month in an elegant way. Different methods 
can be thought of in order to calculate a price 
index for the current month, which are known 
as “splicing methods”; see de Haan et al. (2016) 
for an overview and Chessa et al. (2017) and 
Krsinich (2014) for applications.

The “movement splice” (MS) method chains 
the month on month index of the most recent 
rolling window to the index of the previous 
month, while Krsinich’s (2014) “window 
splice” (WS) method chains the year on year 
index of the most recent, full window to the 
index of 12 months ago. The MS method is 
a monthly‑chained method, which, as such, 
is sensitive to chain drift. Although the WS 
method uses a kind of direct method, it is also 
a high‑frequency chaining method. Empirical 
results indicate potential drift, which may be 
substantial (Chessa, 2016b).

Price Indices for Web Scraped  
and Scanner Data

Preparation of the Data  
and Methodological Choices

We calculated price indices with the QU method 
for men’s and women’s clothing of the Dutch 
online shop, based on scanner data and exclu‑
sively with web scraped data. In order to make 
meaningful comparisons, we supplemented the 
scanner data with the metadata from the web 
scraped data. This was done by linking the two 
data tables with the retailer specific item codes as 
linking key. We calculated price indices for eight 
product categories in both men’s clothing (trousers  
and jeans, coats and jackets, underwear and pyja‑
mas, shirts, shoes, sportswear, sweaters and 
cardigans, T‑shirts and polo shirts) and women’s 
clothing (trousers and jeans, coats and blazers, 

dresses and skirts, lingerie, shoes, sportswear, 
sweaters and cardigans, T‑shirts and tops).

The eight categories cover about 85 per cent of 
the total expenditure for men’s clothing over the 
period March 2014 – December 2016, and about 
80 per cent for women’s clothing. Sale items and 
‘Premium selection’ items were also included.5

Product definition is the first important step that 
has to be made before price index calculation. 
While this is not the primary focus of this study 
– aimed at the comparison of scanner data and 
web scraped data – it is clear that this should 
be carefully dealt with, as price indices may 
be very sensitive to variations in the degree of 
product differentiation (Chessa, 2016a; 2017b). 

Clothing items usually show a high degree 
of churn, which was also evidenced at a less 
detailed level than the item or GTIN level  
(cf. Figure IV). Exiting items and new items of 
the same or similar quality have to be linked 
in order to prevent indices from a downward 
bias, the extent of which may be severe when 
items leave an assortment under clearance prices 
(Chessa, 2016a). Exiting and new items can be 
linked by common characteristics, here brand 
name and “Type”, i.e. the most detailed level of 
item classification.

Items are thus combined into the same group 
when they are of the same [Brand×Type] groups, 
which we call “products”. Products should be 
homogeneous, that is, the items in a group should 
be of the same or comparable quality. This issue 
should be further explored in a future study, 
in particular when considering online store 
data to become part of the CPI. The average 
size of the products ranges between 7 and 
16 items. Considering the fact that item codes 
and GTINs are usually different for clothing 
items of different sizes, which can be said to 
be of the same quality, the above‑mentioned 
range suggests that the product definitions are 
not broad.

The following choices were made in order to 
apply the QU method to the scanner data and 
the web scraped data:

‑ For scanner data, unit values were calculated 
for every product in each month in which it was 
sold. Expenditures and quantities of the items 

5. Non‑clothing items contained in these two groups were excluded 
during the extraction of the data for each of the above categories.
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sold in a product were summed, and sales values 
for returned items were excluded;

‑ For web scraped data, average monthly prices 
were calculated for each product. The quantities 
sold were replaced by the total number of web 
scraped prices for a product in a month, summed 
over all items. Items may be scraped more than 
once: multiple numbers are retained in average 
prices and quantities;

‑ The QU method was applied with a fixed base 
month. This is December of each year, as is done 
in the Dutch CPI. The base month in 2014 is 
March of the same year, as it is the first month of 
the period chosen in this study. Window lengths 
of 13 months were used (of course except for 
2014). We did not apply updating methods, 
but we calculated the weights νi and the price 
indices using the complete data of all the months 
in a year.

We first provide in Table 1 an example of how 
product prices and quantities are calculated for 
scanner data and web scraped data. 

The price of the product in Table 1, A is calcu‑
lated from scanner data as a unit value, that is, as 
the ratio of the summed expenditures over the six 
items and the summed quantities. Expenditures 
and quantities for returned items are excluded, 
which means that these values are summed with 

the net expenditures and quantities. A product 
price is calculated from the web scraped data as 
the ratio of the sum of the scraped item prices 
over the days in the month and the total number 
of scraped item prices, summed over the six 
items (last column of Table 1, B).

Price Indices

Figures V and VI below show price indices 
computed with each data source for two cate‑
gories of men’s and women’s clothing. The price 
indices from web scraped data follow those 
computed from scanner data quite well, even 
the peaks and dips of the scanner data indices. 
The high correlations between scanner data and 
web scraped prices and numbers are reflected in 
the comparison of the price indices. The close 
match between the price indices for the two data 
sets is evidenced in the entire set of 16 product 
categories (see in Appendix the price indices 
for all the product categories).

The price indices of the product categories were 
combined by applying the usual Laspeyres type 
method. The resulting price indices for the 
COICOPs men’s clothing and women’s clothing 
are shown in Figure VII. We used annually fixed 
weights for the product categories in the case 
of scanner data. The category weights were set 

Table 1
Computation of product prices and quantities

Item Nr 1 Nr 2 Nr 3 Nr 4 Nr 5 Nr 6 Product

A – Scanner data

Net expenditure 0 118 13,201 2,711 25,108 13,009 ‑

Expenditure returns 75 3,377 7,174 2,257 7,481 15,004 ‑

Net quantity 0 0 899 186 1,643 986 ‑

Quantity returns 5 198 372 124 434 812 ‑

Expenditure 75 3,495 20,375 4,968 32,589 28,013 89,515

Quantity 5 198 1,271 310 2,077 1,798 5,659

Price 14.95 17.65 16.03 16.03 15.69 15.58 15.82

B – Web scraped data

Number of scraped prices 5 22 31 31 31 29 149

Sum of scraped prices 74.75 392.21 523.22 626.02 523.22 557.57 2,696.99

Price 14.95 17.83 16.88 20.19 16.88 19.23 18.10
Notes: For scanner data: Expenditures and quantities, both for net values and for returned items of short‑sleeve T‑shirts of the same brand. The 
six items have different item codes (indicated as Nrs 1‑6), which are combined into the same product based on common characteristics. Total 
expenditure, total quantity and price (unit value, in euro) of the product are also shown. The values are taken from the scanner data of the online 
store and apply to one month. For web scraped data: Numbers of scraped prices and the sum of these prices for the same items and month as for 
scanner data. These values are also shown for the product, which are obtained as sums over the six items.
Sources: Scanner data and web scraped data of clothing products.



 ECONOMIE ET STATISTIQUE / ECONOMICS AND STATISTICS N° 509, 201962

Figure V
QU‑Indices for two categories of men’s clothing, for scanner data and web scraped data (March 2014 = 100)

A – Men's sweaters and cardigans 
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B – Men's T-shirts and polo shirts 
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Sources: Scanner data and web scraped data of clothing products.

Figure VI
QU‑Indices for two categories of women’s clothing, for scanner data and web scraped data (March 2014 = 100)

Scanner data Web scraped data

B – Women’s dresses and skirts 
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A – Women’s trousers and jeans

Sources: Scanner data and web scraped data of clothing products.

Figure VII
Aggregate price indices for men’s and women’s clothing (March 2014 = 100)

A – Men’s clothing
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Sources: Scanner data and web scraped data of clothing products.
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equal to the annual expenditure shares of the 
categories of the preceding year, except for 
2014, as this is the first year in the series. In 
the latter case, we took the annual expenditure 
shares of 2014.

For the web scraped data, we replaced expendi‑
ture by average price times the number of web 
scraped product prices, summed over all pro‑
ducts in a category over a year. The differences 
between the scanner data and web scraped 
indices are very small for the two COICOPs. 
The differences between year on year indices 
are only 0.3 percentage point, on average, for 
both COICOPs.

Sensitivity Analysis

The above results show that using the numbers of 
web scraped product prices instead of numbers 
of products sold yields reliable price indices. 
This finding is consistent with the results of the 
data analysis presented in the first part of this 
paper. In order to go further, we investigated 
whether replacing the numbers of web scraped 
product prices by numbers that ignore the 
correlations with the numbers of products sold, 
would affect the price indices. We replaced the 
numbers of web scraped prices by 0 or 1, with 
0 meaning that no prices were found by the web 
scraper for a product in a month, while 1 denotes 
that prices were found, but the exact numbers 
are ignored. The impact of this change on the 
price indices is shown below (Figure VIII).  
The results are only shown at COICOP level.

Replacing the numbers of web scraped product 
prices by 0 or 1 has a big impact on the web 
scraped indices, which is clearly visible at 
COICOP level. The results for the 16 product 
categories are not shown, but we merely 
mention that similar differences were found 
in 13 of the 16 categories. Each of these cases 
shows a downward behaviour of the index (as 
in Figure VIII).

The differences in the year on year indices are 
much larger than with the original numbers 
of web scraped prices. For men’s clothing, 
the average difference with the scanner data 
indices increases to almost 5 percentage points 
and to almost 4 percentage points for women’s 
clothing. These results suggest that the original 
numbers of web scraped prices should be used 
when calculating price indices from web scraped 
data. Manipulation of these numbers, like 
removing double prices, should be discouraged.

*  * 
*

To our knowledge, the study presented here 
is the first to compare price indices calculated 
from scanner data and web scraped data. The 
comparison was possible because both data 
sources are available from the same retailer. 
These first results look very promising, given 
the remarkable accuracy of the web scraped 
indices, especially at COICOP level. This is 

Figure VIII
Price indices for men’s and women’s clothing, with the numbers of web scraped product prices replaced  
by binary values (March 2014 = 100)

A – Men’s clothing
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Sources: Scanner data and web scraped data of clothing products.



 ECONOMIE ET STATISTIQUE / ECONOMICS AND STATISTICS N° 509, 201964

especially valuable, as web scraping is rapidly 
gaining popularity for official statistics. Scanner 
data remain the preferred option since it contains 
transaction data, but not all NSIs have easy 
access to scanner data.

The positive and valuable outcomes put even 
greater emphasis on the question why the 
price indices calculated with only web scraped 
data are so close to the indices computed with 
scanner data. At this stage, we can only hint at 
possible reasons, among which one that comes 
to mind is related to the fact that the retailer 
is an online store and does not have physical 
outlets. Because of this, the retailer may be more 
inclined towards promoting parts of the store’s 
assortment with high sales. Such items could be 
made easier to find by the consumer, by placing 
these under different main groups or categories 
of the website. For example, the same items 
could appear both in “Sales” and one of the 
conventional main groups. This could contribute 
to explain the high correlations between the 
numbers of products sold and web scraped 
product prices. Contacts with the retailers about 
their strategy to organise their website would 
help verifying whether they are more likely to 
promote items on high sales.

More generally, a number of lessons can be 
derived from this study:

‑ The method of sampling prices from a website 
clearly matters. This study shows, at least for the 
retailer considered here, that scraping an entire 
website benefits the accuracy of price indices 
calculated from web scraped data. Sampling 
entire websites may be time consuming, but 
statistical institutes could consider sampling 
on specific days instead of every day.

‑ The website in this study was scraped by site 
navigation, the first generation of scrapers built 
at CBS. This is also a rather time consuming 
technique, which was an important reason 
behind our decision to scrape during the 
night. Online stores make use of dynamic 
pricing. Prices during shopping hours could be 
decreased, so missing these prices could explain 
a part of the differences between web scraped 
prices and scanner data prices. Meanwhile, we 
have developed a second generation of scrapers, 
which extract prices and metadata from the code 
behind the product overview pages. This is a 
much faster scraping technique, which makes 
it possible to scrape even very large websites 
at various times during a day. In the future, this 
will allow us to study the impact of dynamic 
pricing on price indices and to focus on new 

applications, such as constructing real time 
indices. The impact of dynamic pricing on price 
indices is, of course, impossible to quantify here. 
However, the small differences between the 
price indices for scanner data and web scraped 
data suggest that the impact of dynamic pricing 
would be small in this case.

‑ This study also suggests to use the origi nal 
numbers of web scraped prices in price 
index calculations with web scraped data. 
Deduplication of prices should be discouraged. 
The results show that the web scraped indices 
lose their accuracy when removing multiple 
prices (cf. Figure VIII), as the difference with 
the year on year indices based on scanner data 
increases up to five percentage points per year. 
In addition, all deviating indices show a down‑
ward drift. At the same time, we admit that the 
removal of multiple prices was done in a rather 
extreme way, leaving only one observation per 
product in a month. Nevertheless, the results 
show that the numbers of originally scraped 
prices should be treated carefully.

‑ In spite of the positive findings obtained from 
this study, it is always worth trying to request 
expenditure data from retailers, also when 
retailers cannot, or are not willing to, deliver 
complete scanner data sets.

At the same time, we should be cautious with 
our conclusions. Web scraped data are not tran‑
saction data and the results of the present study 
apply to a single retailer. We therefore suggest a 
number of directions for future research.

This study could be repeated with other online 
stores whose websites have a similar structure 
as the one investigated here, that is, where 
items on discount are promoted more often 
than other items and where popular items 
are easier to find. Statistics Netherlands' CPI 
unit is currently developing web scrapers for 
retailers of consumer electronics for which 
scanner data are available. This would provide 
us with an interesting test case, even more since 
these retailers have physical outlets. Do they 
promote items on high sales more often than 
less popular items on their website? Or do they 
follow a different strategy, such as publicising 
new items?

Web scraping is a valuable means for supple‑
menting information about items in scanner 
data, which may be limited. Combining the 
two data sources provides the opportunity of 
using the best from both worlds: transaction data 
from scanner data and additional information 
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about item characteristics from web scraped 
data. In principle, this provides an ideal setting 
for applying and testing methods for selecting 
item characteristics and defining homogeneous 
pro ducts and, consequently, for handling 
relaunches. However, when using web scraped 
metadata for supplementing the metadata in 
scanner data sets of physical stores, it should be 
noted that it may not be possible to supplement 
all GTINs in scanner data with web scraped 
data. The assortments of physical and online 
stores may be different if, for instance, retailers 
want to include only a part of the items offered 
in physical outlets on their website.

Finally, we are well aware that comparative 
studies like the one presented in this paper may 

be difficult to repeat, as the availability of both 
scanner data and web scraped data from the same 
retailer is rare. This is even more difficult for NSIs 
that encounter problems with the acquisition of 
scanner data. We therefore encourage NSIs that 
are in the more fortunate position of possessing 
scanner data to invest in statistical research on 
scanner data. Is it possible, through statistical 
analyses and tests, to obtain a characterisation 
of scanner data? Is it possible to derive specific 
patterns, for instance how prices and quantities 
correlate over time? Applying the same analyses 
to web scraped data could give indications on the 
extent of similarity with scanner data and a better 
idea of the suitability of web scraped data for 
price index calculation. We therefore suggest that 
more attention is given to time series analyses 
and other statistical analyses of scanner data. 
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APPENDIX ____________________________________________________________________________________________

SCANNER DATA AND WEB SCRAPED DATA PRICE INDICES FOR 16 PRODUCT CATEGORIES  
OF MEN’S CLOTHING AND WOMEN’S CLOTHING

Figure A‑I
Men’s clothing (March 2014 = 100)
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Scanner data Web scraped data
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Sources: Scanner data and web scraped data of clothing products.
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Figure A‑II
Women’s clothing (March 2014 = 100)

Scanner data Web scraped data
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Sources: Scanner data and web scraped data of clothing products.
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The consumer price monitoring system 
set up by the French national statistical 

institute (Insee) essentially aims to determine 
changes in price levels over time, i.e. inflation. 
The consumer price index (CPI) is a basis for 
its measurement. To this end, Insee collectors 
revisit the same outlets every month to record 
the prices of the same products, and the overall  
average change is calculated on the basis of the 
elementary price changes observed for each 
product monitored as part of the CPI. Intuition 
suggests that the price data collected for the  
purposes of the CPI could also be used to deter­
mine average price level differences between 
different geographical areas of interest. 
However, this is not generally the case. When 
measuring average price changes, the aim is to 
ensure that, when comparing two periods, the 
same products are actually compared. Similarly, 
comparing price levels in different geographical 
areas implies observing the prices of identical 
products in the areas where price comparisons 
are conducted. Since this last point, which is 
specific to the comparison of territorial price 
levels, is not an issue for the CPI, the pro­
duct identification process carried out for the  
purposes of the CPI is generally not detailed 
enough to ensure that two products observed 
in two different outlets are identical. In addi­
tion, the sample of products tracked in the CPI 
is obtained by survey and optimised to achieve 
satisfactory accuracy in measuring inflation at 
the national level. Shifting to a more granular 
geographical level automatically raises the pro­
blem of the low number of recordings in areas 
of limited size. Ultimately, even if products  
were better identified in the CPI, conduc ting 
satisfactory comparisons of price levels in  
different areas would remain a challenge.

Conversely, scanner data are not hampered 
by some of these limitations for determining 
spatial price level differences: 1) the barcode 
(also referred to hereinafter as EAN, standing 
for European Article Number) is a unique iden­
tifier of a product1; 2) scanner data cover all 
transactions relating to industrial food products2 
excluding fresh produce – i.e. fruit, vegetables, 
shellfish and some fish and meat –, alcoholic and 
non­alcoholic beverages and some manufactured 
goods sold in hypermarkets and supermarkets in 
metropolitan France. The first property referred 
to above serves to ensure that price comparisons 
of the same barcode sold in two different stores 
automatically results in comparing the same 
product. The second property ensures that the 
available samples are large enough to allow 
comparison at a fine level of detail. 

Insee initiated a pilot experiment with the aim 
of integrating scanner data gradually into the 
calculation of the CPI. To this end, Insee has 
been receiving daily scanner data from several 
large retail groups since the end of 2012. The 
groups involved in the pilot experiment repre­
sent approximately 30% of the potential field, 
i.e. corresponding to the daily transactions of 
all supermarket chains operating in metropo­
litan France. The scanner data include, for each 
store, the list of daily transactions, i.e. the list 
of barcodes sold, as well as the quantities sold 
and the corresponding sales 12prices.3

One of the key advantages of scanner data is 
the wealth of information they provide. The 
very large volume of data generated means 
that a far higher level of detail on price levels 
can be achieved compared to the usual collec­
tion system. Scanner data also include both 
price data and information on the quantity of 
products sold, thus providing new material 
for price statistics, which are usually based 
solely on retail price information. While the 
first applications naturally concern the deter­
mination of inflation at the national level (see, 
for example, Reinsdorf, 1999; de Haan & van 
der Grient, 2011), other statistical applications 
are possible. Comparing price levels across 
countries remains a complex task since basic 
products, the product coding system or simply 
the information systems of supermarket chains 
are generally not sufficiently alike to allow 
mass comparisons of EANs. On the other hand, 
within a single country, where the scanner data 
information system also provides detailed 
information according to the place of purchase, 
scanner data can be used to calculate price level 
differences between different geographical 
areas. This is precisely the question examined 
in this paper, for industrial food products, based 
on a set of scanner data available to Insee for the  
year 2013.

Spatial comparison of price levels is a common 
practice in many countries, usually coordinated 
by international institutions. Since price levels 
are bilateral indices, the operation involves 
defining equivalent classes of products between 
countries, determining a consumption pattern in 

1. In other words, two different products (seen as such by the consumer) 
necessarily have two different EANs. On the other hand, two different 
EANs may designate the same product.
2.  Unless otherwise stated, the field of industrial food is understood here 
to mean the field of food products, excluding fresh produce (i.e. fresh fruit 
and  vegetables,  shellfish  and  some  fish  and  meat),  and  alcoholic  and 
non‑alcoholic beverages sold in supermarkets (see the section on Data 
for more details).
3. In some cases, the corresponding turnover rather than price.
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terms of expenditure for the pair of countries 
considered, identifying products representative 
of national consumption and comparable in their 
use in the two countries, and then calculating a 
bilateral index characteristic of the difference 
in price levels between countries. One of the 
main difficulties with this type of operation is to 
determine classes of products that are genuinely 
equivalent, i.e. corresponding to an equivalent 
“use” in the different countries compared. In the 
absence of the ability to identify identical pro­
ducts – which do not always exist, particularly 
when countries are relatively different in terms 
of their cultures and standards of living – the 
institutions responsible for coordinating such 
comparisons base the measurement of price 
differences on comparisons of products with 
maximally similar characteristics. While this 
approach provides a good approximation of 
price level differences based on a compromise 
between product definition and comparability, 
it remains open to challenge precisely because 
of this compromise. The limitations of so­called 
“purchasing power parity” comparisons are well 
known and have been detailed in the literature 
(see, for example, Deaton & Heston, 2010). A 
key conclusion from this literature is that discus­
sions tend to focus on two different points of 
limited importance to the comparison exercise 
conducted here on scanner data and to the task 
of comparing different French regions. The first 
point of debate concerns the product comparison 
exercise, a potentially impossible task when 
the compared areas differ widely; in this case, 
the compared areas – i.e. different regions of 
metropolitan France or conurbations – are very 
similar in their consumption habits. The second 
point relates to the method used to calculate 
indices of level differences. In practice, the 
methods used generate indices that differ less 
the closer the prices and consumption structure 
are in the areas compared. 

Of potentially greater importance is the focus 
of the comparison. By construction, the results 
presented in this paper relate to the field for 
which scanner data are available. On the one 
hand, this means the field of food products 
(excluding fresh produce) and alcoholic and 
non­alcoholic beverages sold in supermarkets 
i.e. industrial food. Therefore, food purchases 
made in other types of outlets are not included. 
As such, the results obtained are not representa­
tive of food consumption as a whole. In addition, 
in 2013, Insee only had access to scanner data 
from a small number of supermarket chains. The 
corresponding sales represented approximately 
30% of supermarket sales in the industrial food 

sector in metropolitan France. As a result, the 
regional price level comparisons examined 
in this paper may be biased because of the 
choice of supermarkets. The section devoted 
to presenting the data examines these coverage 
issues in more detail, showing in particular 
that the consumption structure obtained from 
the restricted coverage is consistent with the 
geographical distribution of the French popu­
lation. The possible impact of the geographical 
pricing policy of the major retailers included in 
the sample is more difficult to determine: if the 
policy is specific to the retailer and, at the same 
time, the weight of the retailer in the compared 
territory differs between the Insee sample and 
the general picture, all retailers combined, it 
follows that the index of the territory estimated 
on the basis of the particular sample will be 
different from that obtained for all retailers 
combined. However, on the face of it, the effects 
of local competition tend to result in price  
structures becoming standardised across 
different chains and areas. Therefore, estimates 
based on a subsample covering 30% of the 
overall population should, in this context, allow 
for conclusions of a relatively general nature to 
be drawn. 

The remainder of the paper is organised as 
follows: the first section presents the results of 
other comparison exercises aimed at measuring 
price differences between metropolitan regions 
and large conurbations carried out by Insee since 
1971. The new results obtained from the scanner 
data used in this study are thus examined in the 
light of comparable older results. Descriptive 
statistics are presented in the following section, 
while a third section presents the model used 
to analyse the data. The final section presents 
the results obtained and a robustness analysis, 
which includes the different discussion points 
set out above.

Spatial Comparisons at a Metropolitan 
Territory Level: Some Past Experiences

Studies aimed at comparing price levels 
between regions of metropolitan France are 
nothing new since the publications of the 
General Statistics of France (SGF – late 19th 
and early 20th centuries) include comparative 
tables of average retail food prices recorded 
in different French cities. However, it is only 
more recently that comparisons have become 
available that cover a significant range of 
consumer goods and that are based on a large 
number of products. Technically, research in 
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this area involves, in the case of comparisons of 
metropolitan price levels, calculating an average 
price ratio between the territory concerned and 
France as a whole for products representative 
of the consumption of a given variety of pro­
ducts, before aggregating the differences thus 
measured at the level of product varieties into 
a national weighted average.4 The weighting 
applied in calculating this average corresponds 
to the national consumption structure, without 
taking into account local specificities, on the 
basis that local consumption structures differ 
very little from the national structure (Mineau, 
1987; Anxionnaz & Mothe, 2000). More recent 
research than the SGF studies includes Piccard 
(1972) and Baraille (1978), which deal with 
differences in levels between metropolitan 
cities. The results of both studies are shown in 
Table 1. Both studies reach similar conclusions: 
in the field of food and beverages, the highest 
food and (alcoholic and non­alcoholic) beverage 
prices in metropolitan France are found in the 
Paris conurbation and Corsica. In addition, they 
show a relatively small dispersion, within a 
range of slightly less than 10 percentage points.5  
Baraille’s study was completed by Baraille 

& Bobin (1981) using an analysis by type of 
territory and based on a new survey conducted 
in 1981. This type of analysis echoed similar 
results obtained by Piccard (1972).45

More recently, Mineau (1987) provided a 
breakdown by major urban area of differences in 
food and beverage price levels for 1985; Insee’s 
Retail Price Division (1990) carried out a similar 
exercise for 1989. The two groups of results 
show that price level differences between the 
different areas are stable, as shown in Table 1. 
Naturally, the two years studied (in this case, 
1985 and 1989) are close, although a similar 

4.  With the notable exception of the most recent studies on spatial price 
comparisons based on ad hoc surveys (Nicolaï, 2010; Berthier et al., 2010; 
Clé et al., 2016). These studies are based on an approach inspired by 
harmonised European surveys conducted to measure purchasing power 
parities and use Fisher price indexes, based on consumption patterns spe‑
cific to each of  the territories compared. This approach  is  justified when 
consumption patterns differ significantly between the territories compared, 
as is the case, for example, between French overseas departments and 
metropolitan France. On the other hand, when comparing different regions 
of metropolitan France, differences in regional structures tend to be very 
limited and taking them into account is a secondary issue.
5. Baraille (1978) study measured an 8% gap between the prices of food 
and beverages in the urban area where they were the highest (Ajaccio‑
Bastia) and the lowest (Angers).

Table 1 
Average price differences observed in metropolitan France in the food and beverage sector

Area
Index, from the results of :

Piccard (1972)
year 1971

Baraille (1978)
year 1977

Mineau (1987)
year 1985

Insee (1990 )
year 1989

Guglielmetti (1996) 
year 1995

Paris conurbation 100 100.0 100.0 100.0 100.0
Lyon 100 97.5 99.0 98.7
Marseille 104 98.3 99.5 97.5 97.0
Bordeaux 100 94.1 96.7 96.6
Rennes 97 93.8 92.8 94.4
Reims 97.2 97.7 97.8
Rouen 97.7 95.9 95.1
Strasbourg 98.1 97.0 98.2
Lille 97.6 95.3 95.7
Orléans 95.7 96.2 95.7
Limoges 97.4 96.7 97.1
Ajaccio‑Bastia 100.5 105.1 103.6 108.5
Clermont‑Ferrand 99.0 100.9 98.5
Toulouse 95.1 98.5 98.9
Dijon 96.7 96.9 97.9
Nantes 93.6 93.7 94.7
Nancy 95.0 98.9 97.1
Poitiers 94.2 92.5 92.2
Montpellier 96.4 100.1 100.4

Notes: The overall level of the indices is set with reference to the Paris conurbation (recalculated by the authors from the data published for 
reference to the Paris conurbation).
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result applies to 1977, which is more distant. 
In these studies, we see once again that food 
and beverage prices are higher in Corsica than 
anywhere else. The Paris conurbation, where 
consumer prices are 2 to 3% higher than in 
provincial cities, comes second.

The study for 1995 by Guglielmetti (1996) 
found that the average difference in the level 
of prices for food and beverages (alcoholic and 
non­alcoholic beverages, including tobacco) in 
Corsica was significantly higher than in 1989, 
reaching 8.5% compared to Paris, with the 
gap between Paris and Marseille remaining 
unchanged over the period.

The results of the most recent and more widely 
applicable studies carried out do not deviate 
significantly from these findings. Fesseau 
et al. (2008) found that food and non­alcoholic 
beverage prices were approximately 5.7% 
higher in Île­de­France than in the provinces 
in 2006. Based on a spatial comparison survey 
of price levels carried out by Insee in 2010, 
Nicolaï (2010) established that the average price 
levels of food and non­alcoholic beverages were 
approximately 8.6% higher in Corsica than on 
the continent as a whole. Finally, the same 
survey conducted in 2015 showed that food6 
and non­alcoholic beverage prices in that year 
were 6.5% higher in the Paris region than in the 
provinces and 2.1% higher in Corsica than in the 
Paris region (Clé et al., 2016). Therefore, these 
latter results, based on data collected to measure 
price level differences, confirm the hierarchy 
and orders of magnitude previously established 
for the food sector.

Ultimately, these various studies, the scope, metho ­
dology and nature of which differ somewhat, 
provide broadly consistent results: differences 
in price levels are highly structural characte­
ristics, meaning that they change relatively little 
over time; prices are higher in Corsica, probably 
because it is an island, which limits competi­
tion and increases production costs, notably 
on account of the transport costs of products 
produced on the continent; they are also higher in  
the Paris region, probably because of higher 
marketing costs (commercial property prices) 
and the purchasing power of resident consumers, 
which is on average higher than elsewhere.

The Data

The data used are the scanner data of distribu­
tion chains that have entered into an agreement 
authorising Insee to access daily records for 

2013. Within these data, only those related to 
industrial food, i.e. food products and bever­
ages (both alcoholic and 6non­alcoholic7) sold in 
supermarkets, are included in the study. The data 
were obtained from 1,833 stores in April 2013. 
The stores are located in 1,330 municipalities 
in 707 urban areas of metropolitan France.8 The 
distribution of the number of outlets in the major 
urban areas included in the studies referred to 
earlier is given in Table 2.

The distribution by region is shown in Table 3. 
Note that these are, here as in the entire article, 
the administrative regions prior to the 2015 
reform (NOTRe Act). Overall, the distribu­
tion of the number of outlets at the regional 
level is relatively similar to the demographic 
distribution. In other words, because of their 
geographical distribution, the outlets included 

6. Also including fresh produce.
7.  Division of COICOP 01, excluding fresh produce (fresh fruit and vege‑
tables, shellfish and some fish and meat) and Group in COICOP 02.1.
8.  Classification of Urban Units, 2010 version. The classification includes 
around 2,000 units.

Table 2
Number of retail outlets per large urban area  
in the sample

Urban Area Number of retail outlets

Paris conurbation 352

Lyon 50

Marseille 31

Bordeaux 30

Rennes 10

Reims 8

Rouen 15

Strasbourg 19

Lille 26

Orléans 13

Limoges 4

Ajaccio‑Bastia 4

Clermont‑Ferrand 16

Toulouse 26

Dijon 4

Nantes 9

Nancy 5

Poitiers 2

Montpellier 12
Notes: When the number of points of sale is less than or equal to 
4 (Limoges, Dijon, Poitiers, Ajaccio‑Bastia), the city index does not 
appear in the results table (see Table 7).
Sources: Insee, scanner data 2013.
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in the database provide a relatively accurate 
picture of the French retail landscape. Naturally, 
insofar as only a limited number of large retail 
groups submitted their data to Insee in 2013, 
cluster effects remain to be feared.

The consumption structure in terms of products 
consumed should theoretically be similar from 
region to region. To examine this hypothesis, we 
calculated the structure using the scanner data­
base. Table 3 shows the breakdown of turnover 
associated with product groupings according to 
the Classification of Individual Consumption by 
Purpose (COICOP). As expected, the statistics 
show that regional structures in the industrial 
food sector differ little from the average metro­
politan structure relating to the same coverage. 
It should also be noted that this structure, which 
is specific to purchases made in supermarkets, 
differs significantly from the consumption struc­
ture for all forms of sales combined, mainly for  

non­industrial fresh produce (fresh fruit and 
vegetables, shellfish, some fish and meat).

Thus constructed, the database includes, on 
average, 16.4 million observations per week, 
corresponding to the intersection [outlet × EAN] 
of average prices per barcode and turnover. 
The total turnover for a week of observation 
available in the database stands, on average, at 
around €445 million. Extrapolated over a year 
(52 weeks) and related to household consump­
tion expenditure9 recorded in 2012 and spent on 
food and alcoholic and non­alcoholic beverages, 
this turnover figure represents approximately 
15% of the consumption expenditure of house­
holds within the field of study.10

9. National Accounts report 156 billion euros (current euros).
10.  To be precise, the differences within the field relate to food products 
sold in other outlets (of major retailers among the supermarkets not 
included in the study because they did not send their data to Insee in 
2013, as well as other types of stores or markets) and to fresh produce.

Table 3
Number of retail outlets per region in the sample 

Region Number of retail outlets Weights (in %) Demographic weight (in %)

Île‑de‑France 404 22.1 18.8

Rhône‑Alpes 201 11.0 10.0

Nord‑Pas‑de‑Calais 162 8.9 6.4

Provence‑Alpes‑Côte d’Azur 105 5.7 7.8

Centre 104 5.7 4.0

Aquitaine 94 5.1 5.2

Haute‑Normandie 79 4.3 2.9

Picardie 73 4.0 3.0

Midi‑Pyrénées 72 3.9 4.6

Bretagne 71 3.9 5.1

Auvergne 67 3.7 2.1

Languedoc‑Roussillon 65 3.6 4.2

Basse‑Normandie 58 3.2 2.3

Pays de la Loire 51 2.8 5.7

Lorraine 44 2.4 3.7

Alsace 44 2.4 2.9

Champagne‑Ardenne 36 2.0 2.1

Bourgogne 33 1.8 2.6

Limousin 25 1.4 1.2

Poitou‑Charentes 21 1.1 2.8

Franche‑Comté 15 0.8 1.9

Corse 5 0.3 0.5

Total 1,829 100 100
Reading note: In the data used, the Île‑de‑France region includes 404 points of sale. The 404 outlets represent 22.1% of the 1,829 outlets in 
the database. As a reminder and comparison, the Île‑de‑France region represents 18.8% of the inhabitants of metropolitan France (Population 
Census, 2012). The figures in italics are not from the scanner database.
Sources: Insee, scanner data 2013.
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Estimation Model

A single observation corresponds to a barcode 
(EAN) sold in a store in the sample during the 
week under consideration. In other words, one 
observation per [outlet × EAN] is recorded. 
It is assumed that the single observations 
thus defined are identified by index i of set I.  
Thus, pi is the price (unit value over the 
week) of the item identified by its barcode 
in one of the stores included in the database. 
Let ωi be the turnover associated with the 
corresponding observation.

The index reflecting price level differences 
between geographical areas is calculated using a 
hedonic method (Triplett, 2006). This approach, 

based on econometric price modelling, differs 
somewhat from the harmonised approaches 
used to measure purchasing power parities 
across European countries. Nevertheless, it 
is known as one of the traditional methods 
(Deaton & Heston, 2010) and, where the terri­
tories compared present similar consumption 
patterns (in terms of price and structure, as is 
the case here – see Table 4), it results in price 
level differences similar to those found using 
alternative methods.

The econometric model is based on the barcode 
and the geographical area of origin of product 
i considered. By using the barcodes, the model 
used allows for the average price differences 
between geographical areas to be estimated. 

Table 4
Regional consumption structures in the field of industrial food

Region Code 01.1.1 01.1.2 01.1.3 01.1.4 01.1.5 01.1.6 01.1.7 01.1.8 01.1.9 01.2.1 01.2.2 02.1.1 02.1.2 02.1.3 Total

Île‑de‑France 11 13.3 10.2 5.4 19.4 3.0 1.1 6.0 7.7 2.6 3.4 11.0 5.4 9.1 2.6 100

Champagne‑Ardenne 21 9.8 10.4 4.1 17.2 2.8 0.9 5.6 6.1 2.0 3.2 9.7 6.3 18.0 3.8 100

Picardie 22 10.7 11.6 4.6 18.3 3.4 0.8 5.9 6.1 2.2 3.3 11.0 9.1 9.2 3.7 100

Haute‑Normandie 23 10.6 10.7 4.5 17.0 3.1 0.9 5.7 6.4 2.1 3.5 10.3 11.4 10.6 3.2 100

Centre 24 11.3 11.1 5.2 18.8 3.4 1.0 6.1 6.8 2.2 3.5 10.5 8.0 8.3 3.7 100

Basse‑Normandie 25 11.1 9.7 4.5 17.5 3.3 1.0 5.8 7.0 2.0 3.8 9.0 9.5 12.6 3.3 100

Bourgogne 26 10.7 10.7 4.6 18.5 3.2 0.9 6.0 6.9 2.3 3.5 10.1 6.5 12.3 3.8 100

Nord‑Pas‑de‑Calais 31 9.8 10.0 4.0 16.9 3.4 0.8 5.4 6.4 2.2 3.3 11.9 8.4 12.7 4.6 100

Lorraine 41 11.6 10.2 4.7 19.9 3.2 0.8 5.8 7.0 2.4 3.8 12.0 4.8 9.0 4.8 100

Alsace 42 11.7 9.3 4.6 19.8 3.5 1.0 5.6 7.2 2.9 3.8 13.5 4.4 7.6 5.2 100

Franche‑Comté 43 11.1 10.3 5.1 17.9 3.3 1.0 6,1 7.2 2.3 3.9 10.3 5.5 11.6 4.6 100

Pays de la Loire 52 11.9 10.2 5.0 17.9 3.4 1.1 6,2 7.2 2.1 3.5 9.5 7.8 10.1 4.2 100

Bretagne 53 11.3 10.4 4.2 16.5 3.4 1.2 5.7 7.3 2.0 3.7 8.9 7.2 14.2 4.0 100

Poitou‑Charentes 54 10.6 11.3 5.3 18.2 3.2 1.0 5.9 6.4 2.1 3.6 10.2 7.2 10.7 4.2 100

Aquitaine 72 11.6 10.6 5.7 18.7 3.3 1.1 6.4 7.0 2.2 4.0 10.1 5.5 9.5 4.3 100

Midi‑Pyrénées 73 12.5 9.8 5.7 19.3 3.3 1.1 6.2 7.6 2.5 4.1 10.0 5.1 8.7 4.4 100

Limousin 74 10.5 9.7 4.8 17.7 3.4 1.1 5.7 6.9 2.1 3.8 9.4 7.5 13.3 4.2 100

Rhône‑Alpes 82 12.4 9.7 5.4 18.9 3.3 1.0 5.7 7.8 2.6 3.5 10.3 5.3 9.9 4.1 100

Auvergne 83 11.8 10.1 5.0 17.8 3.7 1.0 5.9 7.9 2.3 4.0 9.8 7.1 9.4 4.4 100

Languedoc‑Roussillon 91 12.1 10.9 5.7 19.9 3.2 1.0 6.1 7.3 2.6 4.3 10.4 4.6 8.1 3.9 100

Provence‑Alpes‑Côte d’Azur 93 11.7 10.4 5.9 19.8 3.2 1.0 5.7 6.9 2.6 3.8 10.1 5.4 10.3 3.4 100

Corse 94 12.6 11.9 6.7 19.4 3.4 1.1 7.3 7.4 2.7 4.1 8.2 4.5 8.1 2.7 100

Metropolitan France (1) 11.9 10.3 5.1 18.7 3.2 1.0 5.9 7.2 2.4 3.6 10.6 6.4 10.2 3.6 100

France (2) 14.3 21.6 5.2 12.1 1.8 5.8 9.8 6.8 3.4 2.2 5.4 4.1 5.7 1.7 100
Notes: Territorial distribution (%) of turnover, according to product type, by grouping classes of the COICOP nomenclature. 01.1.1: Bread and 
cereals; 01.1.2: Meat; 01.1.3: Fish and shellfish; 01.1.4: Milk, cheese and eggs; 01.1.5: Oil and fat; 01.1.6: Fruit; 01.1.7 Vegetables; 01.1.8: Sugar, 
jams, chocolate, confectionery and iced products; 01.1.9: Salt, spices, sauces and food products not elsewhere; 01.2.1: Coffee, tea and cocoa; 
01.2.2: Other soft drinks; 02.1.1: Alcohols; 02.1.2: Wines, cider and champagne; 02.1.3: Beers. 
Calculation by the authors based on the fund data for the reference week (April 2013), including for (1). (2) Breakdown by country, National 
Accounts (detailed household consumption tables for 2013).
Sources: Insee, scanner data 2013.
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Formally, it is assumed that price pi responds 
to a generating process of the form:
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where 1 denotes a dummy variable equal to 
1 if the condition in parentheses in index is 
true and 0 if not, eani is the barcode number of 
observation i and zonei is the geographical area 
to which observation i relates. εi is a centred 
random variable. In this model, coefficients c, 
αℓ (ℓ ∈ {1, ... ,L}, L is the number of barcodes 
taken into account) and βz (z ∈ {1, ... ,Z}, Z is 
the number of geographical areas taken into 
account) are not known. They are estimated 
by least squares. The ratios11 of coefficients 
αℓ are interpreted as the average price ratios 
associated with the barcodes considered. The 
ratios of coefficients βz reflect the average 
price ratios between geographical areas for 
given products (identified by their barcodes). 

These coefficients, estimated by least squares, 
correspond to hedonic price indexes (Triplett, 
2006; Diewert, 2003; Silver & Heravi, 2005).11

The form of the estimators obtained is detailed 
in the Box below. We see that the resulting 
estimator naturally takes into account the 
differences in consumption structure between 
regions through the weightings used. From this 
point of view, the most natural weighting is by 
the turnover of the product in the outlet consi­
dered. Therefore, the reference model involves 
a weighting by turnover. Unit weighting de facto 
involves a structure relatively similar to that of 
turnover since it is based on the number of tran­
sactions for the product and outlet in question. 
The alternative approach by unit weighting is 
therefore used to examine the robustness of the 
results with respect to the reference weighting. 

11.  To be precise, the exponential ratio of these coefficients (see infra).

Box – Structure of Hedonic Estimators

The least squares estimator (1) may or may not be 
weighted. In practice, there are two possible options: 
either we use weightings similar to the turnover figures 
ωi, or single observations are not weighted. To pro‑
perly assess the consequences of the choice of weigh‑ 
tings, it is useful to examine the structure of the esti‑
mators we obtain for the βz coefficients. To this end, 
we assume, for greater simplicity, that the estimation 
is carried out in two steps(a): a first step in which the 
α


 coefficients are estimated; then, in a second step, 
the βz coefficients are estimated (conditional on the 
estimators αα  of the α



 obtained in the first step). Of 
course, by proceeding in this way, we do not obtain 
the same least squares estimator that we would if 
the vectors (α, β) were estimated simultaneously, but  
the probability limits of the two two‑step estimators 
are the same as those of the one‑step estimator(b). 
The advantage of proceeding in two steps is that it is 
easy to derive the form of β . Let pi be the adjusted 
variable pi of the first step:
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The second step consists in regressing log pi( )  on the 
vector line xi comprising Z columns, of which Z−1 are 
null, and the only non‑zero column is equal to 1:

log pi i i( ) = ⋅ +x ββ ν  (3)

The least squares estimator ββ  is traditionally the solu‑
tion of the equation (here in a weighted version; for an 
unweighted version, simply let ωi = 1):
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It follows that, for zones k and j, we have:
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It should be noted that this ratio corresponds to an ave‑
rage price ratio(d) (i.e. unit value ratio). We find that the 
index of price level differences between zones takes 
into account local consumption patterns since, in both 
the numerator and the denominator, the weight of each 
product in the index is in proportion to its weight in local 
consumption expenditure.

(a) This two‑step decomposition is given merely to clarify the form 
of the resulting index. In practice, a one‑step calculation is perfor‑
med based on model (1).
(b) Under the same convergence assumptions, including orthogo‑
nality of the random variable and explanatory variables.
(c) Diag denotes the diagonal matrix whose diagonal coincides with 
the vector as an argument.
(d) As a geometric mean, to be interpreted as being calculated with 
a fixed barcode, identical for the numerator and denominator, due 
to the conditioning by the EAN in steps (1) and (2).
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At this stage, the conditions under which the 
estimator β k is unbiased need to be specified. 
As an estimator of coefficient βk in equation 
(1), the coefficient is unbiased when the 
orthogonality conditions of the explanatory 
variables and random variable εi (or νi in the 
case of the second­step regression) are satis­
fied. It is assumed here that this is the case. 
On the other hand, statistics exp ( β k) are not an 
unbiased estimator of exp (βk). Indeed, based 
on the expression of the least squares estimator 
(equation 1 or 3), we show12 that:
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where σ2 is the variance of the εi , which will 
now be assumed to have the same variance. This 
correction will therefore be used to calculate 
the price ratios.

Results

Differences Observed in April 2013

This section presents the results based on regres­
sions similar to the regression of model (1) for 
a week of data in April 2013 (third week of the 
month). In practical terms, for all the regres­
sions performed, only 5,000 barcode references 
per supermarket chain are retained. Among the 
supermarket chain’s sold references, the top 
5,000 in terms of turnover are retained. Hedonic 
model (1) is based on barcode dummies. These 
are not explicitly estimated (they are reduced 
algebraically in the normal equation), but too 
many references produce a normal equation 
that is too complicated to process. Various tests 
were conducted to examine the consequences 
of this restriction. The tests show that retaining 
3,000 or 5,000 references per supermarket chain 
does not lead to significantly different results 
based on geographical dummies. Ultimately, 
the combination, for all the supermarket chains 
included in the base, of the 5,000 main barcodes 
relating to them, leads to considering 13,098 
barcodes in the regressions. This number is 
significantly higher than the 5,000 references 
retained per supermarket chain, meaning that a 
significant proportion of barcodes are specific13 
to supermarket chains (own brands). Given this 
restriction, the basis of calculation includes 
7.3 million records corresponding to the inter­
sections [outlet × barcodes] retained. In terms of 
turnover, the restriction applied results in 74% of 
the information contained in the original database 
presented in the section on Data being retained.

Table 5 shows, by product type and for the data­
base restricted to the 5,000 main barcodes per 
supermarket chain, the number of IRI121314 product 
families associated with them, as well as the 
corresponding number of barcode references. 
Roughly speaking, an IRI family corresponds to 
a type of product approximately as fine grained 
as the varieties of products tracked by the CPI 
(Insee, 1998). As a reminder, 327 varieties were 
tracked in the metropolitan CPI for industrial 
food in 2013. This figure is comparable to the 
number of IRI families which, based on the same  
coverage, totals 288. In the database studied, 
the corresponding number of barcode references 
stands, as noted above, at 13,098.

Table 6 shows the estimation results of the 
gap in price indices level for industrial food in 
administrative regions of metropolitan France, 
calculated using the scanner database. First, 
we see that the dispersion of the differences 
is relatively small: 5.5 to 8 percentage points 
depending on whether or not the observations 
are weighted by their turnover. The dispersion 
is greater when considering unweighted indices 
rather than weighted indices, suggesting that 
products with a greater weight in consumer 
budgets have a lower spatial price dispersion 
than other products. It is also worth noting that 
the ranking of the regions by average price 
difference level remains unchanged whether or 
not the observations are weighted by turnover.

Geographically, the results highlight distinct 
regional trends: a large central­west region of 
France where price levels are approximately 
3% lower than in Île­de­France; then a category 
that includes the more rural regions of central 
France, those of northern France and Aquitaine 
where industrial food prices are on average 2% 
lower than in Île­de­France; and the more indus­
trial and urban regions of eastern and southern 
France have food price levels 1% lower than in 
Île­de­France. Lastly, prices in Corsica are 2% 
higher than in the Île­de­France region.

In order to compare the “historical” results 
shown in Table 1, Table 7 groups the indices 
of industrial food price differentials between 
the major metropolitan areas and the Paris 
conurbation. When comparing these results 

12.  For example, by using a ∆‑method or by making assumptions about 
the normal distribution of random variables in equation (1). E stands for 
the mathematical expectation (conditional notation).
13. If each barcode was sold in all stores, the combination of the 5,000 
main store barcodes would include precisely 5,000 barcodes.
14.  Private firm that develops a catalogue (used by Insee as part of the 
pilot experiment) of characteristics of products indexed by barcodes.
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Table 5
Distribution of IRI families and barcodes by COICOP nomenclature grouping

COICOP code COICOP ‑ product Number of families Number of barcodes
0111 Bread 47 2,200
0112 Meat 19 1,479
0113 Fish 22 848
0114 Milk, cheese, eggs 23 1,830
0115 Oil and fat 6 300
0116 Fruits 15 252
0117 Vegetables 31 1,117
0118 Sugar, preserves, chocolat, sweets, icecream 29 1,098
0119 Salt, spices, sauces and other 35 564
0121 Coffee, tea, cocoa 10 409
0122 Other non‑alcoholic beverages 17 876
0211 Alcohol 12 361
0212 Wine, cider, champaign 21 1,535
0213 Beers 1 229
Total 288 13,098

Reading note: The database includes 47 IRI product families belonging to the COICOP 0111 grouping (Breads). 2,200 barcode references refer 
to it in the database examined.
Sources: Insee, scanner data 2013.

Table 6
Price level gap indices between the Paris region and other regions

Region Code
Estimation

Weighted Unweighted Weighted with retail E.F. 
Bretagne 53 96.7 95.4 97.1
Pays de la Loire 52 97.0 96.1 97.6
Centre 24 97.6 96.8 97.9
Limousin 74 97.8 96.5 98.0
Poitou‑Charentes 54 97.4 96.6 98.2
Basse‑Normandie 25 97.9 96.8 98.2
Auvergne 83 98.2 97.2 98.4
Haute‑Normandie 23 98.1 97.5 98.4
Midi‑Pyrénées 73 98.3 97.2 98.4
Nord‑Pas‑de‑Calais 31 97.9 97.1 98.6
Bourgogne 26 97.7 96.9 98.6

Picardie 22 98.2 97.4 98.6
Aquitaine 72 98.2 97.3 98.6
Franche‑Comté 43 97.9 97.1 98.7
Champagne‑Ardenne 21 98.1 97.4 98.7
Alsace 42 98.9 98.5 98.9
Lorraine 41 98.6 98.0 99.0
Languedoc‑Roussillon 91 98.6 98.0 99.2
Rhône‑Alpes 82 98.9 98.2 99.3
Provence‑Alpes‑Côte d’Azur 93 99.2 98.9 99.9
Île‑de‑France 11 100 (Ref.) 100 (Ref.) 100 (Ref.)
Corse 94 102.1 103.5 102.8

Reading note: According to the estimate in which the observations are weighted by their turnover, prices are on average 3.3% lower in Brittany 
than in the Île‑de‑France region. According to the estimate in which the observations are weighted individually, prices are on average 4.4% lower in 
Brittany than in Ile‑de‑France. The zone indicators result from a regression of type (1) in which the zones are the former administrative regions. The 
last column refers to a calculation equivalent to that made for the first column (i. e. weighted), in which a fixed effect has been added. The results 
obtained are corrected according to formula (6) and transformed into indices by a multiplication by 100. The estimated variance of the hazard is 
0.004. Calculation based on 7.3 million records. The average standard deviation on the indices presented is 0.02 index points.
Sources: Insee, scanner data 2013.
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Table 7
Price level differences between the Paris metropolitan area and the main other metropolitan areas

Area
Estimation

Weighted Unweighted
Paris conurbation 100 (Ref.) 100 (Ref.)
Lyon 98.6 97.7
Marseille 98.9 98.4
Bordeaux 97.9 97.0
Rennes 96.5 95.6
Reims 97.9 97.6
Rouen 97.1 96.6
Strasbourg 99.1 98.7
Lille 97.3 96.5
Orléans 97.1 95.6
Limoges n.a. n.a.
Ajaccio‑Bastia n.a. n.a.
Clermont‑Ferrand 98.4 97.3
Toulouse 98.0 96.7
Dijon n.a. n.a.
Nantes 96.3 95.9
Nancy 98.4 97.7
Poitiers n.a. n.a.
Montpellier 97.9 97.1
Limoges 96.6 95.8
Ajaccio‑Bastia 101.5 102.3
Dijon 97.1 96.5
Poitiers 97.7 97.0

Reading note: According to the estimation in which the observations are weighted by their turnover, prices are on average 1.4% lower in Lyon than 
in Paris. According to the estimate in which the observations are weighted individually, prices are on average 2.3% lower in Lyon than in Paris. The 
zone indicators result from a type (1) regression in which the zones are agglomerations (urban units). The results obtained are corrected according 
to formula (6) and transformed into indices by a multiplication by 100. The estimated variance of the hazard is 0.004. Calculation on 7.3 million 
records. The average standard deviation on the indices presented is 0.10 index points.
Sources: Insee, scanner data 2013.

with the results shown in Table 1, it should be 
recalled that the economic and geographical 
coverage and the calculation methods used are 
not strictly identical. Some of the differences 
found between conurbations and their variation 
over time probably include biases due to incon­
sistent coverage and methods. Nevertheless, the 
results obtained are still worth examining.

For both conurbations and regions, the findings 
show (see Tables 6 and 7) that the differences 
in price levels estimated by unweighted regres­
sion are slightly greater than those calculated 
using weighted regression. Excluding Corsica15, 
price differences are in the range of 3.7 to 
4.4 percentage points depending on whether or 
not the observations are weighted. Compared 
to the Paris conurbation, where prices are 
highest, the least expensive conurbations 
(among the major conurbations) for industrial 

food are Nantes, Rennes, Orléans, Rouen and 
Lille. Remarkably, this was also the case in 
1989 (Insee, Retail Price Division 1990) and 
1985 (Mineau, 1987) – see Table 1. The diffe­
rence with the 1977 picture (Baraille, 1978) is  
slightly greater.15

Compared to the differences between regions, 
the differences found between large conurbations 
are slightly more pronounced. For example, with 
reference to an almost comparable area (the Paris 
conurbation or the Île­de­France region as the case 
may be), the (weighted) index for Montpellier 
is 97.9 while that for Languedoc­Roussillon 
is 98.6. Similarly, the index for Lille is 97.3 
while the index for Nord­Pas­de­Calais is 97.9.  

15.  Not presented in Table 7 because of the excessively small number of 
outlets in the scanner database.



 ECONOMIE ET STATISTIQUE / ECONOMICS AND STATISTICS N° 509, 201980

This may be related to the fact that competition 
is probably greater in local markets in large 
conurbations, which tends to drive prices down.16 

However, there are two exceptions to this rule 
among large conurbations: Strasbourg, which has 
an index of 99.1, compared to 98.9 for Alsace, 
and Clermont­Ferrand with an index of 98.4, 
compared to 98.2 for Auvergne. In both cases, 
however, the differences are not significant.

As noted in the introduction and above, the repre­
sentativeness of the data sample in relation to 
the spatial distribution of prices may be affected 
because of the limited number of supermarket 
chains that provided their data to Insee in 2013. 
Thus, the selection of the supermarket chains 
included in the sample may be correlated to the 
regional dimension on which the proposed statis­
tics are estimated. This is the case, for example, if 
a supermarket chain included in the sample with a 
pricing policy different from the other chains (for 
example if its prices are invariably lower) is, as 
a result of the selection, over­represented in one 
region and not elsewhere. In this case, the esti­
mation of the price level in the over­represented  
region is biased (downward in the case of the 
example given) compared to other regions.

A complete dataset for all supermarket chains 
would be required to demonstrate whether or not 
such a bias exists and to assess it. While it is not 
possible to carry out a definitively conclusive 
study on this point based on the limited sample 
available, it is possible to examine whether some 
of the results are consistent with the assumption 
of representativeness of the subsample used. 
The first finding of interest in this regard was 
presented in Table 3, which shows that the 
regional distribution of outlets is consistent with 
the distribution of the population and therefore, 
probably, with household food consumption 
expenditure. Another finding of interest is to 
add supermarket chain dummies to equation (1). 
If, for example, a regional index is significantly 
different in the second calculation compared to 
the reference calculation, the implication is that 
the regional price level is partly explained by 
the chains represented in the local supermarket 
network in the subsample used. Given this, it 
may be that the results obtained are essentially 
limited in scope to the sample considered. A 
calculation along these lines was carried out, 
the results of which, in terms of regional indices 
weighted by sales, are shown in the last column 
of Table 6. The results can be compared to those 
of the reference calculation (in bold in Table 6). 
It appears that the regional indices can be quite 

significantly different, up to 0.8 points in the case  
of Bourgogne and Franche­Comté. However, the 
main findings, particularly as regards the price 
hierarchy between Corsica, Île­de­France and 
other metropolitan regions, as well as the order 
of magnitude of the differences, remain true.

Finally, if “supermarket chain effects” clearly 
exist, with their impact on local indices being 
visible, the various robustness tests carried out 
provide some evidence that the main lessons 
learned from the subsample are reasonably 
substantiated for the whole of food consumption 
in the supermarket sector.16

Sensitivity of the Results to the Choice  
of Study Week

To test the robustness of the results obtained, 
we examine here how regional differences in 
price levels behave when selecting a different 
study week. To do this, the analysis is extended 
to four other weeks in 2013 that are relatively 
typical in terms of sales and holidays with a 
strong impact on consumer purchases: the fourth 
week of January (shortly after the Christmas 
and New Year festivities and in the middle of 
the winter sales period), the first week of July 
(beginning of the summer holidays), the second 
week of August (end of the summer holidays) 
and the fourth week of December (Christmas 
and New Year festivities). The selected weeks 
are compared to the third week of April studied 
above and used as a reference for comparison.

The following Figure shows price level diffe­
rences between the Île­de­France region and the 
other regions for the 5 weeks studied, the regions 
being ordered on the x­axis according to their 
rank in terms of the price level observed during 
the April reference week. The results show that 
the gaps are very close from one week to the next, 
with two exceptions. First, price levels in Corsica 
are higher in January compared to the other weeks 
studied. Second, we found a relatively significant 
change in the regional price structure during the 
last week of December, interpreted as the likely 
effect of the specific nature of the products sold 
at that time and the large population movements 
during the holidays, which alter the geographical 
structure of the markets.

16. For interpretation purposes, we make the assumption (a reasonable 
assumption given its weight) that the price level of the Paris conurbation 
is also the price level of the Île‑de‑France region. Consequently, the diffe‑
rences in the indices of provincial cities and their regions are assumed to 
be linked to local differences between the cities and their regions and not 
to possible price differences between the urban unit of Paris and its region.
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Ultimately, the robustness analysis tends 
to confirm the broadly structural nature of 
geographical differences in price levels. It also 
demonstrates the richness of scanner datasets as 
a means of accurately estimating price indices 
over geographical or temporal ranges inacces­
sible to traditional survey methods.

*  * 
*

This study provides an example of how scanner 
data can be used to measure price level diffe­
rences between areas of metropolitan France in 
the field of food and alcoholic and non­alcoholic 
beverages. Naturally, given the nature of the 
scanner data used, the results remain limited in 
scope and extending them to all food consump­
tion by metropolitan households is clearly open 
to discussion. The first reason for this is that only 
a relatively small number of supermarket chains 
participated in the pilot experiment conducted 
by Insee in 2013 (despite accounting for 30% 
of the turnover of the major supermarkets); the 
second reason is that the distribution of their 
outlets across the territory of metropolitan France 

is probably not perfectly representative of the 
geography of household consumption sites. At 
the regional level, however, the results shown in 
Table 3 suggest that the study sample does not 
suffer from an obvious spatial bias with respect 
to the distribution of the population.

Compared to the previous research discussed 
in the first section, measuring price level diffe­
rences conditional on a unique product identifier 
– in this case, a barcode – clearly reinforces the 
findings. Similarly, all the products taken into 
account in calculating differences in levels serve 
to improve accuracy because of their conside­
rable volume and allow for an almost exhaustive 
coverage of all food products and alcoholic and 
non­alcoholic beverages, referenced by barcodes, 
while previous studies were forced to rely only 
on representatives of products whose represen­
tativeness was difficult to prove. Ultimately, this 
study provides important and highly credible 
information on spatial differences in food price 
levels, particularly in the case of large urban 
areas. The findings demonstrate that the disper­
sion is relatively low, as historical research has 
shown, and that it has probably changed very 
little over nearly 40 years. 

Figure 
Difference in regional price levels compared to Île‑de‑France
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