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Literature Review

Google Trends Data1

Available almost in real time, Google Trends 
indices show the evolution in queries made by 
users of the Google search engine over time. 
These indices represent an information flow  
and a source of big data. While there is no record 
of their use by public sector institutions in  
recurring studies, they have been the subject of 
a number of publications. Research by Ettredge 
et  al. (2005) and Askistas & Zimmerman 
(2009), which look at the unemployment rate 
forecasting using keywords used in Google 
searches, indicate the potential benefit of such 
indices. Choi & Varian (2009, 2011) are more 
cautious about input from Google Trends. 
However, their literature review contains a 
number of papers using Google searches, 
mainly in the field of epidemiology; the tool 
used at the time and developed by Google 
(Google Flu) was discontinued on 20 August 
2015, in light of shortcomings already high‑
lighted by Bortoli & Combes (2015).

These tools are operated entirely by Google: 
the construction methodology is vague, which 
presents further risks for users. Methodological 
changes to Google Trends may involve breaks 
in series. Furthermore, the introduction of new 
actors has an impact on how user queries are 
formulated. McLaren & Shanbhogue (2011) 
warn about the mechanical fall in popularity of 
certain requests in their application to unem‑
ployment (e.g. in France, when the ANPE 
became “Pôle emploi” after the restructuring 
of the employment agency and unemploy‑
ment insurance, then the ANPE and Assedic, 
respectively).

Selection of Variables

Machine learning methods offer a solution to 
variable selection, in particular the adaptive 
lasso approach developed by Zou (2006). As 
a reminder, the standard lasso2 function intro‑
duced by Tibshirani (1996) is:
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1.  According to the FEVAD, online retail as a share of total retail (exclu‑
ding food and drink, in line with the scope of the Banque de France retail 
trends survey) was 7% in 2013, 8% in 2014 and 9% in 2015.
2.  Lasso stands for Least Absolute Shrinkage and Selection Operator.

Under its partnership with the Banque de 
France, the Federation of E‑Commerce 

and Distance Selling (Fédération du e‑com‑
merce et de la vente à distance – FEVAD) pro‑
vides monthly B2C (Business‑to‑Consumer) 
online retail sales data.1 However, data releases 
are too late to be included in the first publica‑
tion of the monthly retail trends survey, which 
instead uses estimates of the data.

Until now, the paucity of historical time series 
data limited the range of possible forecas- 
ting methods. The autoregressive model used 
until now may now be complemented by using 
exogenous data available at the time of car‑
rying out estimations: quantitative indices 
for traditional retail trends (from the monthly 
retail trends survey) and Google Trends data. 
Estimation of FEVAD data for month M takes 
place during the survey period (at the begin‑
ning of month M + 1). Quantitiative monthly 
survey indices M are at this time under cons
truction, while monthly Google Trends data 
for month M are final. These estimations 
fall fully within the scope of a nowcasting 
exercise.

This development runs into two issues. First, 
Google Trends provides a range of explanatory 
variables, from which those most suitable must 
be selected. The “adaptive lasso” machine 
learning‑based approach developed by Zou 
(2006) addresses the twin challenges posed 
by a lack of historical FEVAD time series data 
(dating back to 2012 only) and the huge range 
of possible Google queries. Second, given the 
number of available models with exogenous 
variables from different sources, it is helpful 
to confirm whether the combination of models 
can produce better output. This topic has been 
the subject of much debate, as outlined in Bec 
& Mogliani (2015).

Following a review of the relevant literature, 
the second part looks at the datasets in greater 
detail, including an overview of the retail 
monthly survey data, FEVAD data and Google 
Trends data. Due to the particular nature and 
lack of clarity around the methodology of cons- 
truction of Google Trends data, robustness 
checks and automated error corrections linked 
to breaks in series are required. The third part 
addresses the choice of models, looking at how 
stationarity is managed in time series, then at 
the stages of the model testing process. The 
fourth part examines the results and how they 
are interpreted. The final part concludes.
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In a lasso regression, the same penalty func‑
tion λ is applied to all variables. Zou (2006) 
proposes adjusting the penalty based on the 
variables in the adaptive lasso (adalasso) :

β β λ β
λ

β


adalasso
j

p

j j
j

p

j j
j

Y x w
w

= − +
≥
≥



= =

∑ ∑argmin
1

2

1

0
0

,�

The adaptive lasso is a weighted lasso. Its 
Oracle properties, as demonstrated by Zou 
(2006), offer the adaptive lasso two advan‑
tages over the standard lasso. The first is the 
consistency in its variable selection, i.e. the 
best sub‑set of variables (from the initial set) 
is chosen; which is not always the case with 
a standard lasso (see Zou, 2006). The other 
Oracle property is the consistency of parame‑
ter estimation (asymptotic convergence of the 
estimator in normal distribution). 

While Zou (2006) defines individual penalties 
as w = �1 β

γ , with β the ordinary least squares 
estimator and γ > 0 (in practice, γ ∈{ }0 5 1 2. � ;� � ;� ), 
an alternative approach involves using the esti‑
mator from the ridge regression,3 introduced 
by Hoerl & Kennard (1970), to define the vec‑
tor of individual penalties. Its use helps pre‑
vent errors in estimation of penalties due to 
multicolinearity in the regressors.

The adaptive lasso is optimised in two stages. 
First, the individual penalties are obtained 
from a ridge regression:
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The penalty value κ  is then obtained by 
leave‑one‑out cross‑validation (Hyndman 
& Athanasopoulos, 2018).4 Then, w ridge

 = β  
results in the lasso function (for which the 
penalty λ is also optimised by leave‑one‑out 
cross‑validation):
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The advantage of the adaptive lasso is its 
large‑scale operation (greater number of var‑
iables than observations, i.e. to the size of 
the temporal window in this case). It is also 
considered parsimonious. Both of these pro
perties address the twin challenges posed by 
the large number of possible Google queries 
and the short historical time series for FEVAD 
releases.

Combination of Models or Global Model?

Three individual models have been used: the 
Google Trends model, the retail model from 

the retail trends survey, and the SARIMA 
model that has been used up to now.345

Bec & Mogliani (2015) document the most 
common methods of combining data. In their 
view, Bates & Granger (1969) were the first to 
support the aggregation of forecasts from dif‑
ferent models. Subsequently, Diebold (1989) 
recommends the use of a single model, com‑
bining multiple heterogeneous data sources. 
More recently, Huang & Lee (2010) argue 
that a global model with sound specifications 
is preferable. Moreover, Clements & Galvão 
(2008) and Kuzin et al. (2013) argue in favour 
of aggregation for empirical applications. Bec 
and Mogliani (2015) find that aggregation 
performs better when forecasting movements 
in consumption indices. The test designed 
by Diebold & Mariano (1995), whose null 
hypothesis is that two forecasts generated by 
different models are not significantly different, 
is a critical indicator when opting for a model.

This paper seeks to contribute to the debate 
around a new application by comparing output 
from a combination of models with that from 
a global model with the same specifications as 
the individual models, in this case the adaptive 
lasso applied to all regressors simultaneously 
(Google Trends, retail indices and SARIMA). 
De Gooijer & Hyndman (2006) highlight the 
benefits of aggregation, in particular compre‑
hensibility where aggregated models can be 
easily interpreted. Here, aggregation applies to 
three individual models, each with their own 
effects:

-- The SARIMA model reproduces the past time 
series pattern;

-- The retail model exploits traditional retail 
data; 

-- The data of interest is extracted from the 
model based on Google Trends indices.

The issue is weighting each forecast:
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There are a number of possible approaches to 
aggregation: from the most straightforward, such 

3.  Ridge and lasso regressions are penalised by L2 and L1 norms respec‑
tively.
4.  Specifically, the validation sample is made up of one observation; the 
training sample is made up of the n−1  other observations (for sample 
size n). The n values for κ , obtained for each training sample (each mini‑
mising the RMSE) give a mean to obtain the final value of κ .
5.  The retail model is an adaptive lasso function for which explanatory 
variables are quantitative retail indices.
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as weighting by the mean (γ µ ϑ= = = 1 3) or 
by the inverse of errors – in-sample or out‑of‑
sample (see Aiofli & Timmerman, 2006), to 
the most elaborate. For example, Bayesian 
inference, based on Bayes’ theorem6 (see 
Marin & Robert, 2010), determines the proba‑
bility of an event from prior measured events. 
Bayesian statistics, commonly used for small 
sample sizes, produces methods of classifica‑
tion, or aggregation in this case. Hoeting et al. 
(1999) highlight the effectiveness of Bayesian 
aggregation. Zeugner (2011) developed an 
R package on this subject. The purpose is to 
test models of a given category M  and weight 
them according to their probability of being 
the correct model. The category M  is that 
for linear models. Usually, the large number 
of models complicates Bayesian aggregation 
(see Hoeting et al., 1999). This is not the case 
here: with three regressors (for the Google 
Trends, retail trends and SARIMA model 
estimates), eight linear models are possible. 
By denoting data as D and a given model as 
M jj � 1 8≤ ≤( ) un modèle donné, le théorème de 
Bayes donne Bayes theorem gives:

P M D
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Both terms of the numerator used to measure 
a posteriori7 probability are as follows:

-- P M j( )  corresponds to the a priori8 probabil‑
ity that model M j is the correct one;

-- P D M pr D M pr M dj j j j j j| | |( )= ( ) ( )∫ β β β,�  with
β j the parameters of the model: β γ µ ϑj j j j= { }, ,  
estimé sur le modèle M j. Here, we are inte- 
rested in the values for the parameters.

Specifically, the values of coefficients obtai‑
ned in each model M j for category M  are 
weighted by the probability that each model 
M j is the correct one: γ γ= ∑

i
i iP M D( | ) with 

γ γi iE D M= ( | ,� ) the value of the coefficient  
in model Mi. The same applies to µ and ϑ.

Data

The Monthly Retail Trends Survey

One of the monthly trend surveys undertaken 
by the Banque de France covers the retail 
sector.9 The survey tracks changes in sales 
including tax for a sample population of 6,800 
(divided among more than 4,000 businesses); 
each month, the response rate is approxi‑
mately 90%. Each entity provides its total 

sales figure and the respective shares of its 
main products (where it is not a “single‑good” 
retailer). Individual data are then grouped 
according to characteristics common to retail 
businesses: by method of distribution (physi
cal: small traditional retailer, large specialist 
and chain retailer, hypermarkets and super‑
markets, department store and variety store 
and mail‑order store: distance selling) and 
by product (e.g. household appliances, shoes, 
etc.). Quantitative indices are established for 
these groupings (e.g. small traditional furni‑
ture retailers).6789

Construction of Quantitative Survey 
Indices

Each sales index Y  from the survey is con‑
structed as follows (with X  the relevant sales 
figure):

Y Y X
XM M

M

M

= −
−

12
12

All quantities for the above equation apply to 
the same companies. Under the survey metho
dology, sales samples are “balanced”, i.e. the 
scope of X M is the same as for X M −12. In other 
words, the same companies are measured in 
the case of both sales values. This approach 
prevents extreme variations not representative 
of the sample (outliers). The closure (or ope
ning) of a store is the most common extreme 
event that is problematic for the survey: the 
resultant reduction (respectively increase) in 
sales is offset by opposite movements for all 
of its competitors, which will not be fully cap‑
tured by the sample. Furthermore, it is easier to 
track a store closure than a store opening (store 
or new brand not yet included in the sample), 
which would present a measurement bias in 
the case of unbalanced data.

Availability of Indices

Only a portion of indices cross‑referencing 
products and physical distribution systems 
(in‑store sales) are measured. This is due to the 
lack of an adequate sample size and for data 

6.  The theorem is commonly formulated as: P A | B =
P B | A P A

P B | A P A + P B | A P A
( ) ( ) ( )

( ) ( ) ( ) ( ) 
with P measuring probability, A and B two events.
7.  The a posteriori probability is obtained using in‑sample data.
8.  There are a number of ways to obtain a priori probabilities, as shown in 
Zeugner (2011). In our case, a number of tests were carried out (e.g. prior 
binomial, uniformity, deterministic, etc.) with no significant effect on output.
9.  The latest survey results are available at (French only): https://www.
banque-france.fr/statistiques/chiffres-cles-france-et-etranger/enquetes-
de-conjoncture/conjoncture-commerce-de-detail.

https://www.banque-france.fr/statistiques/chiffres-cles-france-et-etranger/enquetes-de-conjoncture/conjoncture-commerce-de-detail
https://www.banque-france.fr/statistiques/chiffres-cles-france-et-etranger/enquetes-de-conjoncture/conjoncture-commerce-de-detail
https://www.banque-france.fr/statistiques/chiffres-cles-france-et-etranger/enquetes-de-conjoncture/conjoncture-commerce-de-detail
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protection reasons (see empty cells in Table 
1). These indices have been available since 
1990, whereas those for remote selling have 
been available since 2012. This paper exam‑
ines raw indices (see the section on Models). 
Table 1 shows the quantitative survey indices 
for physical sales of products covered by the 
FEVAD data releases.10

FEVAD

Online retail data are not collected directly. 
The Federation of E‑Commerce and Distance 
Selling (Fédération du e‑commerce et de la 
vente à distance – FEVAD) has been provi- 
ding the Banque de France with monthly 
aggregated sales data for its largest members 
since January 2012. There are currently around 
70 members, changing over time. For the sur‑
vey, these data are used to construct sales indi‑
ces (defined above) applied to remote selling. 
In line with the survey methodology, sales data 
for month M and the revised panel figure for 
month M −12 are released every month. These 
releases concern total sales (“total industrial 
goods excluding cars”) and those for five pro
ducts: household appliances, textiles (clothing 
and household textiles – hereafter referred to 
as clothing), shoes (including leather goods), 
consumer electronics and furniture (furniture 
only). As the total covers more than the five 
products combined, its sales figure is higher 
than that for all five product sales combined. 
On average (for the time series history), sales 
for the five products account for 68% of total 

sales. Furthermore, Table 2 gives the share  
(in %) of remote selling for each product as 
captured by FEVAD.10

Approximation of FEVAD Data with Retail 
Survey Data

Data taken from the survey are used for each 
of the six estimations (indices for total sales 
by remote selling and for the five products by 
remote selling). Figure I presents the indices 
for each distribution channel for consumer 
electronics (physical and remote sales).

For consumer electronics, the December sales 
peak obtains for all distribution channels. The 
correlations11 between FEVAD sales data and 
physical retail sales indices for consumer elec‑
tronics (as a %) complement the information 
on the graph (Table 3).

The correlation between the remote sales index 
and that for large specialist and chain retailers 
prompts us to use physical sales data to esti‑
mate FEVAD data.

Generally, approximating these data allows 
us to observe straightforward economic pro‑
cesses. For example, over the long term, a 
substitution effect can be observed through 

10.  NB: products other than shoes, consumer electronics, household 
appliances, furniture and clothing make up the total.
11.  Correlation is measured for the differentiated indices on a monthly 
basis, in line with data used for modelling (see below).

Table 1
Mean and Standard Deviation of Quantitative Survey Indices for Physical Retail Sales  
(Retail Trends Survey)

Small traditional 
retailers

Large specialist retailers 
and chains

Hypermarkets 
and supermarkets

Department stores 
and variety stores All physical sales

Total industrial products  
excl. cars

91.2 
17.5

Shoes 91.2 
21.1

94.3 
27.0

Consumer electronics 81.5 
30.3

98.1 
46.3

82.5 
33.1

Household appliances 96.1 
15.6

103.6 
15.4

97.6 
23.9

Furniture 105.1 
18.4

108.4 
20.5

126.1 
38.7

Clothing 102.1 
28.4

101.6 
28.8

99.0 
19.1

87.4 
24.3

Reading Note: An empty cell denotes the absence of the indicator for the cross-reference in question. The mean values and standard deviations 
calculated over the period January 2012 - December 2017 are indicated on the first and second line.
Sources: Banque de France DGS SEEC.
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a reduction in sales at physical retail outlets; 
the corollary is an increase in remote sales. On 
the other hand, in the short term, an increase 
(or decrease) in physical sales may predict an 

Table 2
Share of Remote Sales for Each Product

Product Remote sales weighting (in %)

Shoes 11

Consumer electronics 23

Household appliances 18

Furniture 13

Clothing 13

Total 10

Reading Note: According to the FEVAD, remote sales represent 11% 
of shoe sales in 2017.
Source: FEVAD.

Figure I
Raw Indices for the Various Consumer Electronics (CE) Distribution Channels
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CE – Small traditional retailers CE – Large specialist retailers and chains

CE – Hypermarkets and supermarkets CE – FEVAD sales index

Sources: FEVAD, Banque de France DGS SEEC.

Table 3
FEVAD Sales Index Correlations with Traditional Retail  
Indices from the Consumer Electronics (CE) Survey

Distribution channels Correlation with remote sales 
index (in %)

CE – Small traditional retailers 44

CE - Large specialist retailers 
and chains 96

CE – Hypermarkets  
and supermarkets 48

Notes: Correlations are calculated for the period 01/2012 - 01/2018.
Sources: Banque de France DGS SEEC, FEVAD.

increase (decrease, respectively) in remote 
sales: such collective movements reflect an 
increase in household consumption.

Google Trends

Google Trends provide monthly indices for 
terms queried via the Google search engine by 
users. Developed by Google using a methodo
logy that has not been made public, indices are 
created by user‑defined fields based on geog‑
raphy (in this case, France), time period (series 
date back no further than 2004), frequency (in 
this case, monthly) and belonging to a cate‑
gory (e.g. “Shopping”, see below). Available 
where search volumes are “sufficient” (as 
defined by Google), these indices are made 
up of whole values between 0 and 100 and 
are produced for samples of all completed 
searches. Aside from the vagueness of Google 
Trends’ index construction methodology, some 
earlier points raised call for robustness tests  
to be carried out.

Google Sampling

Constructed from a random sample of searches, 
a Google Trends index will differ between two 
samples. Comparing the series for the same 
term, queried multiple times, helps to verify 
the robustness of the tool. To illustrate this, 
Table 4 provides the correlations obtained for 
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two separate samples taken a few days apart 
(i.e. with constant Google and Google Trends 
methodologies, a priori).

This was repeated several times, without 
obtaining a rate of correlation below 90% for 
differentiated monthly indices. Under these 
conditions, the sampling method appeared 
sufficiently reliable to periodically query 
Google Trends indices. The impact of sam‑
pling on the output will be discussed in the 
relevant section.

Whole‑Value Indices

The simultaneous extraction of Google Trends 
indices is subsequently problematic. When 
making a common extraction of indices 
(between two and five) using the tool, the value 
100 is attributed to the index experiencing a 
peak in searches for the period under query; the 
maximum values for other indices are given as 
a proportion. Where search volumes differ sig‑
nificantly, indices for less popular queries take 
on a limited number of values –  as they are 
made up of whole values – which do not fully 
capture their fluctuations. However, in a statis‑
tical model, the number of decimal points for 
variables and, more generally their precision, 
can have an influence on the final estimation, 
according to Kozicki & Hoffman (2004). In 
order to obtain the most precise values, each 
Google Trends series is extracted individually. 
Taken together, the latter two points –  sam‑
pling and the fact that indices consist of whole 
values – do not facilitate precision in Google 
Trends data.

Category

The Google Trends tool lists Google queries 
by category, corresponding to the context in 
which the search is made.12 The example of the 
“iPhone” query urges caution when extracting 
data (Figure II).

While the “Commercial and industrial mar‑
kets” category is not useful for analysis of 
remote sales, the line chart underlines the 
importance of category selection: its maxi‑
mum level, reached in September 2013, does 
not equate to an explosion in sales. In the 
absence of more information about the catego‑
ries, all subsequent queries referred to in the 
paper belong to the “Shopping” category, most 
closely corresponding a priori to online retail.12

Breaks in Series

While Google does not share a great deal of 
information regarding changes to its metho
dology in constructing indices, the extraction 
page includes two observations:

‑ “The feature for determining geographic posi‑
tion has been updated. This update was applied 
as of 1 January 2011.”

‑ “Our system for collecting data has been 
updated. This update was applied as of  
1 January 2016.”

Users are therefore notified of major changes 
to the tool. In addition, these are in effect seve- 
ral months later. As FEVAD sales indices 
begin from January 2012, the second observa‑
tion requires particular attention.13

Analysis of Google Trends using the X‑13 
method detects a greater number of outliers, 
in particular for January 2016. Due to the 
vagueness of the methodology for construct‑
ing Google Trend indices and their substantial 
number (more than 150) –  likely to increase 
further with the growth of online retail – out‑
liers are now treated systematically. Using the 
Google Trends index for Amazon as an exam‑
ple, the various steps can be explicitly set out. 
Here, a level shift is detected in January 2016; 
following evaluation, the series can be cor‑
rected (Figure III).

The first step in treatment is seasonal adjust‑
ment of the index, because two indices are used 
in detection (raw and seasonally‑adjusted) 

12.  For example, “jaguar” may refer to the animal or the car manufacturer. 
Google queries are most likely listed in categories based on post‑query 
browsing activity (i.e. websites visited after the query).
13.  In order to improve the robustness of calculations, Google Trends 
indices have been extracted since January 2011. Although it is generally 
accepted that seasonal adjustment is not possible for historical time series 
of less than 3 years, adding one year of series data helps stabilise sea‑
sonally adjusted time series and, in so doing, improve outlier detection.

Table 4
Correlations Between Google Trends Indices Taken 
Several Days Apart

(In %)

Amazon Cdiscount Fnac E. Leclerc eBay

98.1 97.4 98.9 95.5 90.2

Notes: Correlations calculated for the differentiated indices on a 
monthly basis, from January 2004 to February 2018 (170 points).
Sources: Google Trends, Banque de France DGS DESS SEEC.
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in order to identify the maximum number 
of outliers. The nature of the outlier is then 
identified as a level shift, transitory change 
or additive outlier. In the case of Amazon 
– and outliers detected in January 2016 more 

generally (see Cdiscount, Appendix 1) – this is 
a level shift. Lastly, the extent of the break in 
series is estimated by the deviation between the 
January 2016 value on the seasonally adjusted 
series and the same truncated series forecast 

Figure II
Google Trends “iPhone” Queries
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Figure III
Treatment of the Outlier Detected on the Google Trends Amazon Index
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in December 2015.14 This adjustment is then 
applied to the rest of the series (unlike single 
outliers, which are treated ad hoc).

With the improving quality of series in qua‑
si‑real time, detecting outliers is less reliable 
in real time, i.e. for the latest series value: not 
adjusting too soon for the outlier enables more 
accurate classification,15 thereby improving the 
precision of its estimation. The only outliers 
not treated are those reflecting the emergence 
of new queries (new company, new brand, etc., 
see shoes example below). The ever‑changing 
nature of online retail also requires caution to 
be exercised when selecting queries.

Lists of Variables

On the one hand, the emergence of online 
retail has introduced new actors. In the case 
of shoes, for example, the three “pure players” 
(online‑only retailers) dominating the French 
online retail market are relative newcomers 
(Figure IV).

The movements in the “Shoes” index between 
2004 and 2011 point to an emergence of online 
retail for shoes. The launch of Zalando in 
France in December 2010 is very clear on the 
graph (the index increases from 1 to 19 inside 
in the two months 11/2010 ‑ 01/2011). 

On the other hand, some erstwhile highly 
visible online retailers experience decline. In 
terms of household appliances, the Google 
Trends index for GrosBill serves as proof of 
this (Figure V).1415

While the query demonstrated a level of interest 
some years ago, this online electrical goods and 
consumer electronics retailer has lost market 
share by comparison with Boulanger, for exam‑
ple. Another example of the ever‑changing face 
of online retail is the merger of Fnac and Darty: 
the related Google Trends index is now “Groupe 
Fnac Darty”. In general, online retail has been 
in constant evolution, which Google Trends has 
managed to relay. For example, the fall in popu
larity in Google queries for one online retailer 
can be accompanied by an increase in queries 
for rival firms. In this space, it is essential to 
frequently review the variables used, particu‑
larly those applicable to online retailers for 
the various products. In order not to ignore the 
changing nature of search terms, it is possible to 
backward‑extrapolate results with other varia
bles through double collection (i.e. by testing 
the model on two sets of variables). 

14.  In this example, the level shift is estimated by adjusting for seasonal 
variations as the estimate provided by raw data appeared less consistent.
15.  For example, a level shift can only be detected a posteriori: when it appears, 
the outlier may be characterised (at best) as a single outlier before being  
reclassified as a level shift (following the appearance of further observations).

Figure IV
Google Trends Indices for “Shoes”
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However, one of the limits of this approach lies 
in the initial lists of variables (see Appendix 2). 
For the overall index, such pre‑selection corre‑
sponds for the most part to the major online 
retailers in France. Pre‑selections for the 
five products are a mix of pure players (e.g. 
Sarenza, in the case of shoes), major retail‑
ers (La Halle), generic terms (ladies’ shoes) 
and brands (Converse). Preliminary research, 
such as a document search for the products in 
question by appraising or visiting specialist 
websites, was carried out in order to predict 
behaviour prior to making a purchase. This 
resulted in the compilation of lists of hetero
genous variables (see full table in Appendix 2). 

Moreover, the trend in a website’s popular‑
ity is not necessarily the same as that for 
the Google Trends index, as not all internet 
users visit Google: internet browsing patterns 
change, in particular with the emergence of  
m‑commerce,16 where applications eliminate 
the need to use a search engine.

Models

Treatment of Stationarity and Seasonality

Most series are not stationary but are instead 
integrated to the order one: differentiation is 
required. This standard operation helps pre‑
vent spurious regressions (see Phillips, 1986), 

a common occurrence in time series regres‑
sions, which produce overly optimistic output 
reflected in an unusually high R² (see Granger 
& Newbold, 1974). Introducing a variable 
measuring the trend (Phillips & Perron, 1988) 
or autoregressive terms, also play a role.16

In order to better measure trends in online 
retail, reference has been made to working 
with seasonally adjusted series. This solution 
has not been adopted. First, the short time 
series do not facilitate meaningful seasonal 
adjustment across all series,17 chiefly for the 
initial estimations (36 points in the first ite
ration; more than 70 at present); particularly 
given that online retail itself has seen shifts in 
seasonality (Figure VI).

Figure VI represents the raw series for two 
sales indices for clothing (remote sales and 
small traditional retailers) and two product‑ 
related Google Trends queries: Kiabi and Zara. 
The remote sales index has seen changes in 
seasonality; for example in the early years, July  
figures were far higher than those for August. In  
2015, the gap between both months narrowed 
and in 2016, the figures for July were lower. 
An overview of the series aptly demonstrates 
changes in seasonality. This phenomenon is 

16.  According to FEVAD, 36.6 million people in France shop online, of 
whom 9.3 million have made a purchase using their mobile phone in the 
past (2017).
17.  More than 150 series are used to complete six estimations.

Figure V
Google Trends Indices for “Boulanger” and “GrosBill”
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common to Google Trends indices. For exam‑
ple, in the case of Zara, the annual maximum is 
reached in January in the years 2013 to 2016; 
however, the value for November 2017 exceeds 
that for both January 2017 and January 2018. 
In addition, the Kiabi series does not exhibit 
any noticeable seasonality. Under such condi‑
tions, seasonal adjustment of multiple series 
becomes problematic. On the other hand, sea‑
sonal trends for the small traditional retailer 
index remain stable. Changes are more rare for 
well‑established series (the index dates back 
to 1990). More generally, survey time series 
systematically pass seasonality tests (auto
correlation, Friedman, Kruskall‑Wallis, spec‑
tral peaks, periodogram), which is not always 
the case for Google Trends series.

In addition, the latest values of a seasonally 
adjusted series are more likely to be revised in 
light of subsequent data releases (see Eurostat, 
2018). At each FEVAD release, when a prior 
forecast can be evaluated, the most recent val‑
ues of the seasonally adjusted series change, 
which can have a substantial impact on the 
model. The instability of seasonal adjustment 
on the most recent values is particularly pro‑
nounced for online retail series, notably due 
to poorly established seasonal trends and 
short historical time series. While the extent 

of instability from seasonal adjustments is 
on average 0.2 points between 01/2015 and 
01/2018 for the large retailer index, it averages 
1.6 for total remote sales (see Appendix 3) 
–  the same order of magnitude as forecasting 
errors (see below). These arguments tend to 
favour a differentiated raw data model.

Process of Performance Estimation and 
Evaluation

Models

Until now, a SARIMA model has been used for 
each product. It is always updated and serves 
as a subsequent reference. Furthermore, the 
adaptive lasso is used in three models, imple‑
mented for each product:

‑ The Google Trends model, using Google 
Trends (see Appendix 4);

‑ The retail model, based on quantitative survey 
data for physical sales from retail surveys18 (see 
Table 1);

18.  To recap, for the overall index, sales indices for the five products are 
also used.

Figure VI
Indices for Clothing
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‑ Global model, which is a selection of all avai
lable variables.19

In addition to exogenous variables, a trend and 
an autoregressive component are also included 
in the set of initial variables for these three 
models. The incorporation of the trend varia
ble addresses the (a priori non‑linear) rapid 
growth of online retail. As well as being an 
autoregressive component, it is the SARIMA 
model for the index, which becomes a varia‑
ble potentially selected by the adaptive lasso 
algorithm, in the same way as the trend and 
exogenous variables (Google Trends and/or 
quantitative survey indices). Lastly, the fifth 
model is a Bayesian aggregation (“model com‑
bination”) of SARIMA, Google Trends and 
retail trends models. The comparison of its 
output with that of the global model contribute 
to the debate regarding data combination.

Test Protocol

For each iteration of the test protocol, i.e. each 
month, the actual conditions are replicated. 
Specifically, the values of Google Trends data 
and quantitative survey data for physical sales 
for month M are available, which is not the 
case for FEVAD data.

Estimation takes place in two stages: the 
first involves modelling the index using an 
autoregressive process (SARIMA). As well 
as obtaining its own forecast, this action also 
helps determine the variable used in adaptive 
lasso models. In the second stage, the three 
variable selection models (Google Trends, 
retail trends and global) are formulated. The 
model combination can only be constructed 
after the SARIMA, Google Trends and retail 
trends models. 

The model quality can be determined following 
the release of FEVAD data as the evaluation 
criterion adopted for the nowcasting process, 
is predictive capacity. The predictor is there‑
fore the RMSFE (Root Mean Squared Forward 
Error), the standard deviation of forecasting 
errors, measuring the out‑of‑sample error. The 
RMSE (Root Mean Squared Error), measuring 
the in‑sample error, is also provided as it can 
be used to ascertain the weighting in the model 
combination and identify any overfitting.

Furthermore, each month the estimation win‑
dow for the models expands by one observa‑
tion. Due to the limited sample sizes available, 

working with an expandable window rather 
than a rolling window for the sample esti‑
mation contributes to the models’ stability. 
FEVAD data releases began in January 2012. 
Differentiation of data brings the series to 
February 2012. With a minimum time series 
history of three years required to ensure the 
robustness of the estimation, the initial fore‑
cast is that for February 2015.19

Results

Only the results for the total will be set out 
in detail; those applicable to products will be 
summarised.

Total

In line with the aim of the study, forecasting 
errors (out‑of‑sample) represent an important 
result (Figure VII).

Figure VII shows the forecasting errors for each 
model. The results are visually close: overall, 
the output from the Diebold‑Mariano test (see 
Diebold & Mariano, 1995) does not conclude 
that the model forecasts are significantly dif‑
ferent. The RMSFEs and average forecasting 
errors (in absolute terms) offer better insight 
into the forecast output, while the RMSEs 
attest to the responsiveness to in‑sample  
data (Table 5).

For the purpose of the RMSFE, which remains 
the preferred indicator, the Google Trends 
model performs best with the model combi‑
nation (4.8), for the Google dataset selected 
(deemed representative of simulations car‑
ried out, see Box). In this case, the poorer 
performance of the model combination with‑
out Google data justifies the use of Google 
Trends. The model combination also per‑
forms best in terms of the average of absolute 
errors. This error measurement is relevant, as 
one of the purposes of aggregation is also to 
minimise large forecasting errors. The result 
from individual models is relatively close. 
In terms of the RMSE, both models with all 
available information (the model combination 
and the global model) are a better fit for the  
sample data.

19.  This model may, for some iterations, be identical to one of the indivi‑
dual models (e.g. if no Google Trends query is selected).
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Before comparing both models, it is worth‑
while to detail the output from individual mod‑
els in detail – in particular the Google Trends 
model, for which parsimony and stability must 
be ensured.

SARIMA Model

Serving as a reference in this paper and in the 
literature, the SARIMA model offers sound 
forecasting performance (RMSFE=5.0), 
despite a less impressive fit with sample data 
(RMSE=4.2). However, it emerges as less 

suitable than the other models. For example, in 
December 2016, exogenous data provide real 
information.

Google Trends Model

In line with test protocol, variable for the 
adaptive lasso are selected for each iteration. 
Model coefficients therefore change over time  
(Figure VIII). For greater clarity, 30 variables 
for estimation of total sales have been included 
in six graphs. In the secondary axis for each 
one, the change in the lasso penalty.

Figure VII
Forecasting Errors of Models in Estimation of Total Index
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Table 5
RMSFE and Mean RMSE for Models in Estimation of the Total Index

Total Google Trends Retail SARIMA Global model Model 
combination

Model combination 
without gTrends

RMSFE 4.8 5.2 5.0 5.5 4.8 5.0

Mean average forecas‑
ting error 3.9 4.0 3.9 4.5 3.8 3.9

Mean RMSE 3.3 3.7 4.2 2.3 2.6 2.8

Notes: The model combination without Google Trends corresponds to the aggregation of the retail and SARIMA models. It allows us to determine 
the input of Google Trends data. However, as the SARIMA variable is present in all retail models, the aggregation becomes less significant; it will 
therefore not be presented in results obtained for the products.
Sources: Google Trends, Banque de France DGS SEEC.



	 ECONOMIE ET STATISTIQUE / ECONOMICS AND STATISTICS N° 505-506, 201848

The graphs in Figure VIII show the change over 
time in coefficients on the primary axis and that 
in the lasso penalty in the secondary axis. While 
it is not common to observe changes in the lasso 
penalty over time, as it is a different optimi‑
sation for each iteration, it helps explains the 
change in the number of variables selected: the 
lower the lasso penalty, the higher the number 
of Google Trends queries selected. With respect 
to the SARIMA variable, it was expected that its 
coefficient would be close to 1 as it corresponds 
to the autoregressive model for the variable. 
Moreover, changes in coefficients of Google 
Trends variables – highlighted with those of the 
lasso penalty – are stable, indicating that these 
variables model a portion of data not captured 
by the SARIMA component. The table of mean, 
minimum and maximum values obtained for 
each variable is included in Appendix 5.

With respect to selection, almost 9 variables 
are selected on average for each iteration, 
which is acceptable in light of the sample 
sizes (36 observations for the first iteration; 
72 for the most recent). The most frequently 
selected Google Trends variables are eBay, 
PriceMinister, Groupon, Showroomprivé and 
Leroy Merlin (see Appendix 5).

Retail Model

As well as the sales index for physical sales 
(cf. Table  1), remote sales indices for five 

products are also used. The sales for the five 
products contribute by design to the total 
sales figure. However, as all FEVAD data are 
released simultaneously, these indices extend 
to the latest observation using the SARIMA 
model. Movements in coefficients are detailed 
in Appendix  6. The model is parsimonious, 
selecting one to two variables in addition to 
the autoregressive component (SARIMA esti‑
mation). The remote sales index for clothing 
is selected systematically and logically –  on 
average, the value of sales for clothing repre‑
sents 22% of the total, the largest of the five 
products. Its out‑of‑sample output (RMSFE 
and mean absolute forecasting errors) is infe‑
rior to the Google Trends and SARIMA mod‑
els (cf. Table 5). For in‑sample output, it places 
between the Google Trends and SARIMA 
models.

Model Combination

The model combination offers the best fore‑
casting performance under both indicators, 
RMSFE and the mean absolute error. Over 
time, it never produces the least accurate fore‑
cast. The weight of the models allows us to 
determine its stability (Figure IX).

Since the end of 2016, the weight of the 
Google Trends model has increased. On aver‑
age, it is greater (0.55) than that of the other 
two models, SARIMA (0.21) and retail (0.18). 

Box – Sensitivity of Models to Google Sampling

Google Trends variables may be modified from one 
month to the next, due to Google's sampling method. 
The standard deviations of RMSFEs, obtained from 
thirty simulations(a), of modules using Google Trends 
variables:

As can be seen in Table A, the impact of Google sam‑
pling is significant.

Furthermore, each simulation corresponds to the lin‑
ked estimation of indices for the five products and for 
the total. However, some Google Trends variables are 

common to the total and one product. It was therefore 
not possible to extract a set of Google Trends variables 
for which the model results, in terms of RMSFE, are all 
at the median.  Those set out in the main text of the 
paper correspond to one of the most representative 
simulations (for the six estimations), i.e. the RMSFE for 
the Google Trends models are very close to the median.1

(a) Each simulation applies to the total and the individual products 
across 150 Google Trends series. As Google restricts bulk extraction of 
series, it is difficult to substantially increase the number of simulations.

Table A
Impact of Google Sampling on Output in Terms of Standard Deviation of RMSFE

Google Trends Global model Model combination

Total 0.4 0.3 0.4

Reading Note: The standard deviation of RMSFEs obtained for the 30 simulations for the Google Trends model is 0.4.
Sources: Google Trends, FEVAD, Banque de France DGS SEEC.
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Figure VIII
Change in Coefficients for Google Trends Models and the Lasso Penalty
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The movements in forecasting errors for the 
Google Trends, retail and SARIMA models 
highlight the change in weighting. While the 
forecasting errors for the three models are rel‑
atively close, which can be explained above 
all by the presence of the SARIMA variable 
in the Google Trends and retail models, some 
differences merit particular attention. For 
example, in October 2016, the Google Trends 
model had the largest weighting in aggrega‑
tion, with 0.54, while that for the SARIMA 
and retail models were 0.31 and 0.10 respec‑
tively. For the FEVAD data release at the end 
of November 2016, it is possible to compare 
forecasts with their actual value. Figure VII, 
which sets out forecasting errors, shows that 
the Google Trends model is the least accurate 
of the three with an error of 6.0 index points, 
against 3.3 and 3.7 for the retail and SARIMA 
models. After the error was “learned”, the 
weighting changed dramatically the following 
month: the weighting for Google Trends fell 
to 0.30, with 0.37 for the SARIMA model and 
0.26 for the retail model. 

Figure IX provides an occasion to detail the 
Bayesian aggregation formulas. As per the lite
rature review, eight models are possible using 
three regressors (corresponding in this case to 
values estimated by Google Trends, retail and 
SARIMA models). Table 7 sets out the coeffi‑
cients for each regressor in models Mi (1 8≤ ≤i )  

and probability P M Di( | ) that each model Mi is 
the correct one. Lastly, the final column refers 
to the Bayesian model, whose coefficients are 
obtained by weighting those for models Mi by 
probabilities P M Di( | ). The values for Table 6 
are those for September 2016.

Values for the final column are consistent with 
Figure  IX (September 2016). The Bayesian 
aggregation is incorporated in the machine 
learning algorithms; the in‑sample error is 
used to determine the weightings. Figure  X 
shows the movements in the RMSE for the 
various models.

For each iteration, it is possible to calculate the 
RMSE obtained for the model’s estimation sam‑
ple. The SARIMA model provides the greatest 
in‑sample error over the period, in contrast 
to its high predictive capacity. Figure X also 
shows that the aggregation of data reduces the 
model’s estimation sample error, by compari‑
son with its components. Subsequently, where 
movements in the in‑sample errors for the 
aggregated models (with and without Google 
Trends) are similar, the predictive performance 
is improved with the incorporation of Google 
Trends data. Lastly, the Google Trends model 
produces errors close to the other models, sup‑
porting the view that the number of variables 
selected by the adaptive lasso is suitable and 
that there is no overfitting. To be sure of this, 

Figure IX
Change of Weightings in the Model Combination
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the in‑sample errors (RMSE) may be compared 
with those produced out‑of‑sample (RMSFE) 
(cf. Table 5).

Logically, the forecasting errors are larger. The 
classifications of models are followed when 
changing from RMSE to RMSFE, except for 
the global model, whose out‑of‑sample error 
more than doubles.

Global Model

This phenomenon can likely be explained by 
overfitting. Although the adaptive lasso pro‑
cess is the same as for the Google Trends and 
retail models, the global model is less parsi‑
monious: on average, 13 variables are selected, 

which is relatively high by comparison with 
the number of observations (36 at the first 
iteration). It selects more variables than the 
Google Trends and retail models combined. 
Specifically, over the test protocol period, 82% 
of variables selected in the global model are 
selected in one of the other two models; 12% 
are selected by the global model only and the 
remaining 6% refer to variables selected by 
the Google Trends or retail models but not by 
the global model. In summary, the selection of 
variables for the global models is too broad, 
which leads to overfitting. Indeed, movements 
in coefficients are less stable. 

In the case of the overall index, the global 
model does not perform as well as the model 

Table 6
Detailed Calculation of the Weightings in Bayesian Aggregation (September 2016)

M1 M2 M3 M4 M5 M6 M7 M8 Bayesian Model

Google Trends 0.96 0.69 0.78 0.82 0.65

Retail 0.31 1.01 0.34 0.38 0.10

SARIMA 0.99 0.21 0.66 ‑ 0.20 0.22

P (Mi | D) 0.57 0.19 0.09 0.06 0.05 0.02 0.01 0.00

Sources: Google Trends, Banque de France DGS SEEC.

Figure X
Change in Model RMSEs for Estimation of the Total Sales Index
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combination. In addition, the clarity of the 
model combination, although limited (output 
from the Diebold‑Mariano test does not con‑
clude that the forecasts of the three models are 
significantly different), remains better than that 
of the global model, in which changes in coef‑
ficients complicate interpretation. The model 
combination is therefore preferred. While the 
output obtained for the overall index has been 
set out in detail, those for the individual pro
ducts are summarised below.

Products

Parsimony

The adaptive lasso aims to ensure that mod‑
els are parsimonious. For each product, 
Table 7 shows the average number of variables 
selected per model (covered by the selection 
of variables).

The retail models are the most parsimonious; 
one survey variable is selected most frequently, 
in addition to the SARIMA component. The 
Google Trends models are less parsimonious; 
the number of variables selected remains cor‑
rect in light of the sample sizes, with the possi‑
ble exception of clothing. 

In the Google Trends product models, in addi‑
tion to the SARIMA component and the con‑
stant (systematically selected), the five most 
selected variables (from 38 iterations) are 
included in Table 8.

Table 8 illustrates the heterogeneity of the 
most selected Google queries in Google 
Trends models: items (ovens, televisions), 
brands (Cinna, Samsung), general queries 
(women’s clothing, football boots), pure 
players (Spartoo, GrosBill) and remote retail 
specialists (3 Suisses). The variety of Google 
search engine user actions is well‑captured 
here. Note that the trend variable is never 
selected.

In contrast to the overall index, the global 
model is more parsimonious for each product 
than the Google Trends model, thereby reduc‑
ing one of the risks of overfitting. Table  9 
below illustrates the mean values of RMSE.

As expected, the models with full information 
are better overall, in terms of the RMSE, than 
models with a single source of information 
(Google Trends, retail trends, SARIMA). The 
second finding from Table 9 is that the Google 
Trends is systematically a better fit for sample 

Table 7
Number of Variables Selected by Model Using Adaptive Lasso and by Product

Google Trends Retail Global model
Shoes 9.7 2.2 10.0
Furniture 10.3 2.4 10.9
Household appliances 9.0 2.1 5.9
Consumer electronics 8.8 2.0 10.5
Clothing 12.8 3.6 8.7

Sources: Google Trends, Banque de France DGS SEEC.

Table 8
Most Frequently Selected Variables in Google Trends Models, by Product

Shoes Spartoo 
(38)

Sarenza (36) Converse (36) Dress shoes (32) Football boots (28)

Furniture Cinna 
(38)

Roset 
(33)

Wooden furniture  
(32)

Dresser + cupboard + 
cabinet (31)

IKEA  
(26)

Household appliances Washing machine 
(37)

Oven  
(28)

Cooker  
(28)

Conforama  
(26)

GrosBill 
(24)

Consumer electronics SLR digital camera 
(37)

Television  
(35)

JBL  
(35)

Sony  
(27)

Samsung Electronics 
(23)

Clothing Suit  
(34)

Decoration  
(29)

Jennyfer  
(28)

Lingerie  
(27)

3 Suisses (25) and 
Women's clothing (25)

Sources: Google Trends, FEVAD, Banque de France DGS SEEC.
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data than the retail and SARIMA models; 
which may be explained by the larger number 
of variables selected. 

Predictive Capacity

While the Google Trends model was, on ave
rage, systematically better over the estimation 
period (based on RMSE) than the retail and 
SARIMA models, it is not the best for fore‑
casting. Its overall predictive performance is 
broadly equal to that of the retail and SARIMA 
models (Table 10). More generally, the results 
obtained for the various products are mixed. 
The addition of exogenous data –  Google 
Trends data or quantitative survey indices  – 
does not reduce the forecasting error. 

The retail model is the best‑performing model 
for shoes; the Google Trends is slightly bet‑
ter, in terms of RMSFE, than the SARIMA 
model. For furniture, Google Trends offers the 
clearest input. “Consumer electronics” also 
recorded an improvement (by comparison with 
the SARIMA model) with exogenous data. 

However, for household appliances and clo
thing, their input did not improve the results 
(by comparison with the SARIMA model). 

With respect to the combination of data, the 
results are also mixed. On the one hand, the 
combination of models offers improved fore‑
casting output (RMSFE) than the global model, 
except for consumer electronics. On the other 
hand, the combination of data does not deliver 
the expected results. Based on RMSFE, the 
model combination is only better for furniture, 
the only product for which the Google Trends 
model outperforms the retail and SARIMA 
models. The in‑sample performances affect 
the weighting of the models in aggregation. 
As the Google Trends model produces the best 
estimations (based on the mean RMSE, see 
Table 5), its weighting in aggregation is larger 
(Table 11).

The mean weighting in aggregation is based 
on the test protocol period, as is the case for 
the mean RMSE. Clothing is the sole prod‑
uct group for which the Google Trends model 
weighting is not the largest. 

Table 9
Mean RMSE for Models in Estimation of Product Sales Indices

Google Trends Retail SARIMA Global model Model combination

Shoes 8.2 10.5 10.9 7.8 7.6

Furniture 6.0 7.3 7.4 5.7 5.5

Household appliances 6.1 6.9 7.2 6.4 5.5

Consumer electronics 5.8 7.4 7.7 5.5 7.2

Clothing 5.3 6.0 6.3 5.9 4.3

Sources: Google Trends, Banque de France DGS SEEC.

Table 10
RMSFE and Standard Deviations related to Google Sampling in the Estimation of Product Sales Indices

Google Trends Retail SARIMA Global model Model combination

Shoes 13.2 0.3 12.7 13.6 13.8 0.4 13.4 0.2

Furniture 11.9 0.5 12.3 12.0 13.2 0.4 11.8 0.5

Household appliances 11.7 0.3 10.4 10.2 12.3 0.3 11.2 0.3

Consumer electronics 15.5 0.3 15.3 16.4 11.5 0.5 13.1 0.3

Clothing 9.8 0.3 10.1 9.2 15.2 0.5 9.7 0.2

Notes: Results included in the main text of the paper for the five products are from the same simulation as those for the total index; RMSFEs are 
very close to the median values obtained for the thirty simulations.
Reading Note: The RMFSE for the Google Trends model in estimation of the shoe sales index is 13.2; for the thirty simulations carried out to 
determine the sensitivity of results to Google sampling, the standard deviation is 0.3. The RMSFE of the retail model is 12.7 (and is not impacted 
by Google sampling).
Sources: Google Trends, Banque de France DGS SEEC.
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*  * 
*

Online retail is rapidly growing. Purchases 
made online account for a greater propor‑
tion of household consumption, and thus the 
Banque de France monthly retail trends sur‑
vey. Against this backdrop, the estimation of 
sales figures released (belatedly) by FEVAD 
becomes a prominent question.

Up to now, this has been carried out using an 
autoregressive model. The research set out 
in this paper looks at the contribution of the 
exogenous data that are traditional retail indi‑
ces for physical sales (in monthly retail trend 
surveys) and Google Trends indices. Each data 
source provides its own input. The common 
benefit of such data sources, namely being 
available before FEVAD releases, is ideal for 
nowcasting. 

However, a new source of data (Google Trends) 
must be used with caution. Firstly, robust‑
ness tests prior to use have been necessary. A  
system of treating outliers was implemented. 
Such outliers are sometimes the result of meth‑
odological changes introduced by Google and 
for which little information is made available.  
The sensitivity of output to the sampling 
method used by Google prompts multiple sim‑
ulations to increase the reliability of output. 
Secondly, it was necessary to reconcile the 
huge range of possible Google variables with 
the lack of historical FEVAD time series data 
(monthly releases date back to 2012). This 
twin constraint can be overcome by machine 
learning, using the adaptive lasso process 
(Zou, 2006). The selection of variables at each 
iteration, thereby minimising the risks associ‑
ated with rapid developments in online retail 

and possible instability of corresponding key‑
words, as it is possible to backward‑extrapolate  
output with other sets of variables. This way, 
the model is flexible and offers substantial 
adaptive capacity, which the ever‑changing 
nature of the modelled phenomenon requires.

The question then arises as to how to exploit 
the complementarity of the various data 
sources. In this paper, Bayesian aggregation of 
single models produces better results in terms 
of RMSFE, than the global model (adaptive 
lasso applied to all variables simultaneously). 
The small size of estimation samples for the 
models may work against a model with many 
variables. For example, in the case of the over‑
all index, overfitting is detected for the global 
model. In addition, aggregation offers clarity 
in the combination of models, which is useful 
in production. 

In general, the contribution of exogenous 
data remains mixed. It is clearer for the over‑
all index than the index for products. FEVAD 
releases are developed from a sample of 70 of 
its largest respondents (in terms of sales). The 
number of respondents is therefore lower for 
product groups; this substantiates the results 
that are most impactful and thus the most dif‑
ficult to comprehend. The forecasting error for 
sales is therefore two to three times greater for 
products than for the total. 

Lastly, one of the possible causes of mixed 
results lies with model selection. While they 
meet many of the constraints posed, seasonality  
is not always fully taken into account. Due 
to the short time series, the model does not 
operate on seasonally adjusted series, unlike 
the standard econometric approach; here, the 
presence of SARIMA estimation for explan‑
atory variables seeks to capture seasonality. 

Table 11
Weighting of Individual Models in the Model Combination

Google Trends Retail SARIMA
Shoes 0.55 0.21 0.19
Furniture 0.71 0.09 0.13
Household appliances 0.47 0.14 0.33
Consumer electronics 0.48 0.20 0.27
Clothing* 0.58 ‑ 0.50 0.80

* For clothing, the values predicted by the three models exhibit strong colinearity, poorly handled by Bayesian aggregation: the contribution of 
variables in “intermediate” models (see detailed calculation of weightings for the total, in the relevant section) are artificially overvalued; this has a 
knock-on effect on mean weightings for the model combination.
Sources: Google Trends, Banque de France DGS SEEC.
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TREATMENT OF OUTLIERS ‑ THE EXAMPLE OF CDISCOUNT

Figure A1
Treatment of the Break in Series of the Google Trends Index for Cdiscount
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Note: The treatment applied to the Cdiscount series is analogous with that for Amazon.
Sources: Google Trends, Banque de France DGS SEEC.
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LIST OF VARIABLES BY PRODUCT

Table A2
Set of Initial Variables for Each Estimation

Total Amazon, eBay, Vente privée, Cdiscount, Fnac, Fnac Darty Group, PriceMinister, Leroy Merlin, UGAP, Castorama, 
Boulanger, Carrefour, Showroomprive, E. Leclerc, La Redoute, Auchan, Raja, Rue du commerce, 3 Suisses, Promos + 
Sales Events + Black Friday, Alibaba, Groupon, PhotoBox, Galeries Lafayette, Yves Rocher, Sephora, Decathlon

Clothing Vertbaudet, Kiabi, H&M, C&A, Jules, home textile, Zara, Suit, Underwear, 3 Suisses, Devred, Robe, Etam, La Redoute, 
Jeans + Chinos + Trousers, Coat + Jacket, Jacket, Women's clothing, ASOS, Maisons du Monde, Lingerie, Jennyfer, 
Clothing, Galeries Lafayette, Bonobo, Brandalley, Camaïeu, Showroomprive, Vente Privée, curtain, Blanche Porte, beds‑
heet, Cushion, Homemaison, Underwear, La Halle, Decathlon

Consumer 
electronics

iPhone, Apple, Cdiscount, PC Gaming, iPad, Telephone + smartphone , FNAC, Television, Boulanger, Sony, LDLC Pro, 
Amazon, Phillips, LG Group, Samsung Electronics, Darty, Tablet, Speaker, SLR digital camera, Laptop computer + PC, 
Bose, JBL, Fnac Darty Group, Soundbar, Camera, Marshall, Samsung Group

Shoes Shoes, Shoe, Belt, Leather goods, Boots, Sport shoes, Vans, Converse, Zalando, Spartoo, Sarenza, Showroomprive, 
Prada, Escarpin, Adidas Stan Smith, Women's shoes, Pumps, Men's shoes, Timberland, Football boots, Children's shoes, 
San Marina, Eram, Dress shoes, J.M Weston, Chaussea, Bexley, Gémo, Handbag, La Halle, Nike shoes

Household 
appliances

Clubic, Boulanger, Cdiscount, Oven, Fridge, Washing Machine, Darty, Bosch, Electrolux, Conforama, Amazon, Cooker, 
Électro-dépôt, Brandt, Microwave oven, Fnac Darty Group, Vacuum Cleaner, Whirlpool Corporation, Mistergooddeal, 
GrosBill, Pulsat, Ubaldi, But

Furniture But, Legallais, Kitchen, Raja, Staples, Roche Bobois, Castorama, Conforama, Vega, Bureau, Furniture, Leroy Merlin, Ikea, 
Knives, Cupboard + shelves, Maisons du Monde, Cinna, Wooden furniture, Dresser + cupboard + cabinet, Roset, Table 
+ chair + sofa, Armchair

Reading Note: “+” here denotes a Google Trends index with combined queries.
Sources: Google Trends, Banque de France DGS SEEC.
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INSTABILITY OF LATEST OBSERVATIONS IN SEASONAL ADJUSTMENT

Figure A3‑I
Stability of Seasonal Adjustment for the Most Recent Observation
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Two groups of series are distinguished. The first applies to remote selling/
remote sales and consists of three series: an aggregate remote sales index  
for which seasonal adjustment takes account of the whole data, a “rolling” 
aggregate remote sales index, implemented on a rolling basis – i.e. each 
observation is the last in the seasonally adjusted series obtained using 
the truncated index on that date, and the Google Trends forecasts index. 

The second group is applied to large retailers: the mean absolute 
deviation between two seasonally adjusted indices for large retailers 
(obtained using all data versus those available on a rolling basis) is 
0.2 (0.05 where the size is related to the amplitude, defined as the 

largest variation in the reference series – seasonal adjustment obtai‑
ned for historical data); against 1.6 (0.29 related to amplitude) for both 
seasonally adjusted indices that make up the total for remote sales. 

While revisions to the most recent observations of seasonally adjusted 
series are not unknown (see Eurostat, 2018), the magnitude observed 
here presents a challenge: both of these indices vary by proportions 
similar to the forecasting errors of the models: movements in errors 
between, on the one hand, the two seasonal adjustments, and on the 
other hand, forecasts from the Google Trends model and seasonally 
adjusted series based on historical data, account for this (Figure A3‑II).

Figure A3‑II
Absolute Deviations with Seasonal Adjustment for the Historical Time Series
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Sources: Google Trends, FEVAD, Banque de France DGS SEEC.
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MODEL FORECASTS FOR THE TOTAL SALES INDEX

Figure A4
Forecasts from the Various Models in Estimation of the Total
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DESCRIPTION OF VARIABLE SELECTION IN THE GOOGLE TRENDS MODEL FOR TOTAL SALES ESTIMATIONS

Table A5
Descriptive Statistics for Variables Selected in Estimation of the Total

Mean Minimum Maximum Selections

Amazon 0.07 0.00 0.48 9

eBay ‑ 0.43 ‑ 0.80 ‑ 0.24 38

Vente-privee.com ‑ 0.02 ‑ 0.21 0.00 8

Cdiscount 0.01 0.00 0.07 5

FNAC 0.01 0.00 0.18 5

Fnac Darty Group 0.00 0.00 0.00 0

PriceMinister ‑ 0.21 ‑ 0.37 0.00 37

Leroy.Merlin 0.05 0.00 0.13 32

Central Public Procurement Office 0.01 0.00 0.06 14

Castorama ‑ 0.02 ‑ 0.09 0.00 13

Boulanger 0.00 0.00 0.00 0

Carrefour 0.01 0.00 0.12 2

Showroomprive.com 0.12 0.00 0.29 35

E.Leclerc 0.00 0.00 0.00 0

La Redoute 0.00 ‑ 0.04 0.00 1

Auchan 0.01 0.00 0.11 5

Raja 0.02 0.00 0.10 13

Rue du Commerce ‑ 0.05 ‑ 0.38 0.00 8

3 Suisses 0.06 0.00 0.33 15

Promos + Sales Events + Black Friday 0.00 0.00 0.00 0

Alibaba Group 0.00 0.00 0.05 7

Groupon 0.08 0.00 0.14 37

PhotoBox 0.00 0.00 0.00 0

Galeries Lafayette 0.00 ‑ 0.02 0.00 4

Yves Rocher 0.00 0.00 0.00 0

Sephora 0.00 0.00 0.04 2

Decathlon 0.00 ‑ 0.10 0.00 3

Trend 0.00 0.00 0.00 0

SARIMA 0.97 0.93 1.04 38

Sources: Google Trends, FEVAD, Banque de France DGS SEEC.
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CHANGE IN COEFFICIENTS IN THE RETAIL TRENDS MODEL IN THE ESTIMATION OF TOTAL SALES

Figure A6
Change in Coefficients for the Retail Model in the Estimation of the Total

- 0.4

- 0.2

0

0.2

0.4

0.6

0.8

1

1.2

V
al

ue
 o

f c
oe

ffi
ci

en
ts

 

(Intercept) Clothing Shoes
Furniture Consumer electronics Household appliances
C093 trend SARIMA

Fe
b-1

5

Apr-1
5

Ju
n-

15

Aug
-1

5

Oct
-1

5

Dec
-1

5

Fe
b-1

6

Apr-1
6

Ju
n-

16

Aug
-1

6

Oct
-1

6

Dec
-1

6

Fe
b-1

7

Apr-1
7

Ju
n-

17

Aug
-1

7

Oct
-1

7

Dec
-1

7

Fe
b-1

8

Note: Only selected variables are not shown as a solid line.
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STABILITY OF THE GOOGLE TRENDS MODEL IN ESTIMATION OF THE SHOES INDEX

Similar to the figure VIII showing the change in Google Trends model 
coefficients for the estimation of the total sales index, the lasso 
penalty is on the secondary axis. Figure A7 below presents only the 

most often selected variables (at least eight times out of 38 iterations) 
over the period.

Figure A7
Change in Google Trends Model Estimation, Coefficients of the Index for Shoes
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