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Pseudo‑panel methods are an alternative to using panel data for estimating fixed effects 
models when only independent repeated cross‑sectional data are available. They are 
widely used to estimate price or income elasticities and carry out life‑cycle analyses, 
for which long‑term data are required, but panel data have limits in terms of availability 
over time and attrition. 

Pseudo‑panels observe cohorts, i.e. stable groups of individuals, rather than individuals 
over time. Individual variables are replaced by their intra‑cohort means. Due to the lin‑
earity of this transformation, the linear model with individual fixed effect corresponds 
to its pseudo‑panel data counterpart. The individual fixed effect is replaced by a cohort 
effect and the model is particularly simple to estimate if the cohort effect can be itself 
considered as a fixed effect. The criteria for forming the cohorts must therefore take into 
account a number of requirements. It must obviously be observable for all the individu‑
als and form a partition of the population (each individual is classified into exactly one 
cohort); beyond this, it must correspond to a characteristic of the individuals that will 
not change over time (e.g. year of birth). Finally, the size of the cohorts results from a 
trade‑off between bias and variance. It must be large enough to limit the extent of meas‑
urement error on intra‑cohort variable means, that generates bias and imprecise estima‑
tors of the model parameters. However, increasing the size of the cohorts decreases the 
number of cohorts observed, which makes estimators less precise.

The extension to non‑linear models is not direct and only introduced here. Finally, 
the article provides an application to the French Household Wealth Survey (enquête 
Patrimoine).
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B ehavioural economics is generally con‑
fronted by the fact that many dimen‑

sions of the information needed to analyse 
behaviours cannot be observed in the availa‑
ble data. For example, consumer behaviours 
depend on individual preferences that are 
only imperfectly captured in statistical data. 
Income elasticity estimates are therefore 
biased. Sometimes it is difficult to dissociate 
the effects of several variables even though 
they are observed at the same time. Although 
age and generation are usually available, it will 
be impossible to distinguish what derives from 
one or the other on the basis of cross‑sectional 
data (at a given date). This is particularly detri‑
mental for life‑cycle analysis. Take the exam‑
ple of examining variation in wage trajectories 
over the lifecycle. Cross‑sectional data would 
provide observations on individuals of differ‑
ent ages and for this reason, at various stage 
of their careers. However, it is not possible, 
on the basis of this information, to establish 
that differences observed in wage trajectories 
result from an effect of age (or professional 
experience), rather than an effect of genera‑
tion. The generation effect partially determines 
the time individuals spend on their education, 
the job market conditions when they begin 
their career, which are factors that also influ‑
ence the wage.

It is standard to use panel data to answer 
these questions, using observations repeated 
over time for identical units with the aim of 
neutralising potentially specific individual 
characteristics. This usually involves intro‑
ducing individual “fixed effects” to cap‑
ture these specific characteristics. Repeated 
observations of the same variables at differ‑
ent dates helps also to address, at least partly, 
the aforementioned identification problems. 
Age varies with time, unlike the genera‑
tion, which means that the same generation 
can be observed at different ages. However, 
this type of data is rare and often limited to 
small samples and covers short time periods,  
(this reduces their relevance for life‑cycle 
analysis for example). This type of data is 
also subject to attrition or non‑response prob‑
lems, making it difficult to follow the same 
individuals over a long period of time. Over 
time, the representativeness of panel data can 
become problematic.

Pseudo‑panel methods are one way of mak‑
ing up for the lack of panel data. Their use 
dates back to Deaton (1985), who was the first 
to suggest using panel methods on repeated 

cross‑sectional data. The advantage of these 
data is their availability and the fact that they 
can cover long periods of time, many surveys 
being carried out at regular intervals over 
time. They generally include independent 
repeated cross‑sections, i.e. different samples. 
Panel methods cannot be directly applied as 
the observed individuals change at each date. 
And even with exhaustive sources such as 
census surveys or certain administrative data, 
it is not always possible to follow individuals 
over time for reasons such as confidentiality. 
However, when the same individuals cannot 
be followed, types of individuals, generally 
referred to as “cohorts” or “cells” can be fol‑
lowed. These cohorts are identified by a set 
of observed characteristics that are stable 
over time (such as the generation or gender).  
In the estimations, this make it possible to 
capture, by a fixed “cohort” effect, some 
unobserved characteristics that could result 
in biased estimations. Pseudo‑panels have 
been used to model a wide range of topics, 
including investment (Duhautois, 2001), 
consumption (Gardes, 1999; Gardes et al., 
2005; Marical & Calvet, 2011), or long‑term 
behavioural changes, such as wage trajecto‑
ries (Koubi, 2003), women’s participation in 
the labour market (Afsa & Buffeteau, 2005), 
subjective well‑being (Afsa & Marcus, 2008) 
or living standards (Lelièvre et al., 2010), 
to mention just the most recent research. In 
practice, the use of these methods depends 
on the way in which cohorts are defined. In 
the case of linear models, standard estima‑
tion methods using panel data can be adapted 
quite easily.

This article provides an introduction to these 
techniques with an emphasis on practical 
aspects. After a brief recap of fixed effects 
models on panel data, it focuses on the prin‑
ciples that should guide the criteria applied 
for the definition of cohorts. The second part 
presents estimation methods. These first two 
sections only cover the case of linear mod‑
els. The third part provides additional tech‑
nical information and evokes the extension 
to dichotomous models. Finally, the last sec‑
tion provides a case study with an applica‑
tion to the French Household Wealth surveys 
(enquêtes Patrimoine).

Issues of implementation of statistical 
software are not addressed in the articles. 
Examples of SAS, R and Stata programmes 
are provided in Guillerm (2015), on which the 
article is based.
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Pseudo-panel methods

General principle:  
from individual fixed effects  
to cohort effects

Why use panel data and what to do  
when they are not available

The starting point for pseudo‑panel models are 
fixed effects linear models, typically used with 
panel data. It is therefore useful to present them 
(for a more detailed presentation, see Magnac, 
2005). In general, we want to model the influ‑
ence of one or more explanatory variables on a 
variable of interest. We consider here the case 
of continuous variables of interest. For binary 
variables, specific methods need to be used (see 
section on “Estimation of dichotomous mod‑
els”). The difficulty of estimating these types 
of models usually stems from the fact that the 
determinants of the variable of interest are not 
all observed. If these unobserved determinants 
are partially correlated with the explanatory 
variables of the model, there is a risk of incor‑
rectly attributing part of their effect to these 
explanatory variables. 

A classic illustration of this problem is the esti‑
mation of the income elasticity of a consumer 
good. For example, the actual price of food con‑
sumption is imperfectly observed: the time spent 
on the preparation and consumption of meals, 
which is not valued in the same way by each 
household, needs to be added to the price of the 
goods themselves. The value of time increases 
with income (Gardes et al., 2005). Not taking 
this value into account results in underestimat‑
ing the income‑elasticity of food consumption. 

A typical solution is to use panel data (i.e. 
repeated observations of the same individuals 
over time), in order to control factors whose 
effect is supposed to be constant over time.  
An individual fixed effect is therefore added to 
the standard linear model, in order to capture 
the effect of individual characteristics that are 
constant over time on the variable of interest1:

y x
i N t T
it it i it= + +
= … = …

β α ε
1 1, , , ,

 (1)

where yit is the variable of interest (in the exam‑
ple, the level of consumption of the good), xit 
is a vector (line) of K explanatory variables 
observed for the individual i on the date t (in 
the example, individual or household income, 

age, etc.), β is the effect of these variables (i.e. a 
vector of parameters of dimension K). 

αi is the individual fixed effect. It captures all the 
determinants of the variable of interest that are 
fixed over time. Only the parameters associated 
with variables that are not constant over time 
can be identified if a fixed effect is introduced 
into the model. For example, an estimate of the 
intrinsic effect of gender cannot be obtained if 
the model includes a fixed effect. Finally, εit is a 
residual term, i.e. anything that the model does 
not take into account. Ignoring the fixed effect 
in the estimation leads to biased estimators of 
the effect of the explanatory variables consid‑
ered when these variables are correlated with 
the fixed effect.1

With repeated observations, the impact of 
explanatory variables can be estimated using 
the linear model by neutralising the impact of 
individual fixed effects. In practice, this can be 
done by using a transformation of the variables 
instead of their level, in order to eliminate the 
individual fixed effect. The most commonly 
used estimator (as it is the most efficient under 
certain assumptions) is obtained by carrying 
out a “within” transformation: at each date 
we use observations centred on the individual 
mean over the period, i.e. the transformed var‑

iables z zit i− , where z
T

zi
t

T

it=
=
∑1

1
 is the mean of  

individual values of z over the entire observation  
period. Another solution would be to directly 
estimate the fixed effects as model parameters. 
However, this implies estimating a very large 
number of parameters (a fixed effect for each of 
the individuals observed in addition to explan‑
atory variable parameters), which has no real 
interest for the interpretation2.

This “within” estimator converges towards the 
true values of the parameters of interest insofar 
as the explanatory variables are not correlated 

1. Random effects models are another type of modelling tradi‑
tionally used on panel data. These models also include an indi‑
vidual effect and are another way of taking into account the fact 
that unobserved characteristics of the individual that are fixed 
over time have an effect on the variable of interest in modelling. 
However, unlike fixed effects models, they are based on the 
assumption that the individual effect is not correlated with the 
explanatory variables (the individual effect takes into account 
the correlation of different observations associated with a single 
individual without overestimating the precision of estimators).  
If we are able to make such an assumption, there is no point 
in using pseudo‑panels. With independent cross‑sections, there  
is no correlation between the observations, as each individual is 
only observed once. Models can therefore be estimated directly 
based on stacked individual data.
2. Especially since if few temporal observations per individual 
are available, fixed effects estimation lacks precision.
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with the remaining residual terms. In other 
words, the individual impacts at each date, for 
a given individual, must not be linked to the 
realisation of any of the explanatory variables 
included in the model3. 

However, panel methods are based on the obser‑
vation of the same individuals at different dates, 
which is rare. In many cases, we have repeated 
independent cross‑sectional data. The princi‑
ple of pseudo‑panels is to follow cohorts (i.e. 
groups of individuals sharing a set of character‑
istics that are fixed over time), rather than indi‑
viduals over time. The model will be considered 
in terms of these cohorts of individuals rather 
than the individuals in them. In practice, this 
means that the observed variables are replaced 
by the means of these variables within each 
cohort. These data are treated as panel data and, 
when possible, panel data estimation techniques 
are applied. 

Life‑cycle analysis is another example, as 
already mentioned with the estimation of 
income‑elasticity and price‑elasticity, where 
pseudo‑panel methods are frequently used. If 
we want to study the accumulation of house‑
hold wealth over the life cycle, a naïve analy‑
sis would study differences in wealth according 
to age using observations at a given date. 
However, many other individual characteristics 
explain the differences in wealth between indi‑
viduals, such as variations in wage and career, 
education level, family resources, propensity to 
save, etc. Some characteristics are correlated 
with age. For example, this would be the case if 
some generations had experienced more favour‑
able conditions than others at the beginning of 
their careers. Failing to take these determinants 
into account can lead to biased estimations of 
the effect of age on household wealth. A typical 
solution is to include these additional aspects 
(the effect of these variables is “controlled”) 
in a linear model. However, although some of 
these determinants are usually available in most 
surveys, this is not always the case. It is there‑
fore easy to obtain measures of age, education 
level or current salary, but it is more difficult 
to obtain precise information over the entire 
career, or on inherited assets, let alone deter‑
mine if they are “ants” or “grasshoppers” in 
terms of their propensity to save. As described 
above, one solution is to estimate a fixed effects 
model similar to (1). 

Life‑cycle analysis and the estimation of income 
or price‑elasticity are two examples of issues 
where pseudo‑panels are often used for lack 

of panel data. Life‑cycle analysis requires data 
over particularly long periods of time, and series 
of cross‑sections provide this time dimension 
more often than panel data. This justifies the use 
of pseudo‑panel estimations even when panel 
data are available. For example, Antman and 
McKenzie (2005) use a rotating panel to assess 
earnings mobility. Keeping only the new obser‑
vations entering the panel each quarter (one fifth 
of the sample) provides them with a long‑term 
data, while they would have been limited to a 
period of five quarters if they had used the panel. 
Furthermore, unlike panels, pseudo‑panels do 
not raise issues of sample attrition associated 
with following households. In the example of 
earnings mobility, attrition raises problems 
because it may be related to a move, which itself 
may result from a change in earnings. Using 
panel data, Gardes et al. (2005) carry out an esti‑
mation of income‑elasticity on panel data and 
pseudo‑panels. In the example they use, they 
show that the estimations are quite close.3 

Formally, we are interested in y E y i c tct it
* ,= ∈( )| ,  

the expectation of the variable of interest in 
cohort c at date t. The following is obtained 
from the previous model (by its integration con‑
ditional to the date and cohort):

y x
c C t T
ct ct ct ct
* * * *
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where for each variable z, z E z i c tct it
* , )= ∈( | .

Like the initial model at the individual level, the 
pseudo‑panel model (2) is linear in its param‑
eters, which means that, in principle, standard 
estimation techniques can be used for panel 
data. However, in practice, things are a little 
more complicated.

First, the “true” values yct
* � and xct

* � are not 
known. We only have an estimation, their 
empirical counterpart within the observed 

cohort: y
n

yct
ct

it
i c t

=
∈
∑1
,

 and x
n

xct
ct

it
i c t

=
∈
∑1
,

 (i.e., 

at each date, the means of observed values for  
the individuals of the sample belonging to the 
cohort). The estimation on this sub‑sample of 
individuals may not correspond exactly with 
“true” values. Fluctuations in the sampling of 
individuals from a same cohort from one date to 
another are another problem. Since the observed 
individuals are not the same at each date, the 

3. In the fixed effects model, this residual term represents all the 
individual factors that are variable over time and not observed.
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mean of fixed effects αct  may vary over time, 
although in theory, it is constant.

Measurement errors raise different difficulties 
for estimating model (2), depending on whether 
they affect the covariates or the variable of inter‑
est. Measurement errors on the covariates result 
in biased estimators (for further details, see 
“Measurement error model” and Appendix B). 
The good thing is that the higher the number 
of individuals of the cohort in the sample, the 
closer the estimation will be to the true value 
and the higher the precision of the estimators 
of the mean values will be, making it possible 
to neglect measurement errors in the model. On 
the other hand, measurement errors on the var‑
iable of interest and the temporal variability of 
the cohort effect reduce the precision of estima‑
tors and lead to a problem of efficiency if the 
measurement error is heteroscedastic. Finally, 
the problem of the variability of cohort effects 
over time can also stem from how cohorts are 
defined: beforehand, the effects αct

*  must be 
able to be considered as constant, otherwise 
there is a risk of producing biased estimators. 
These remarks guide the criteria that will be 
used when defining the cohorts of individuals.

Constructing cohorts

Firstly, the selection criterion must be observa‑
ble for all the individuals and form a partition of 
the population (each individual is classified into 
exactly one cohort). Beyond this obvious point, 
the criteria for defining the cohorts must not be 
chosen at random. It must aim to make plausi‑
ble the assumption that the cohort terms αctare 
fixed over time. Two distinct factors can call this 
assumption into question. With survey data, only 
one sample of the true cohorts is observed. The 
first source of variation of αct  comes from sam‑
pling fluctuations: αct  corresponds to the mean of 
fixed effects on the observations of cohort c from 
the sample available at date t. It is an estimator of 
the true value αct

* , which is not observed. Even if 
the true cohort is stable, the individuals that rep‑
resent it change over time. αct

*  can also vary if 
the true cohort is made up of a population itself 
unstable over time, especially if the criterion 
adopted does not correspond to a characteristic 
of the individuals that is stable over time. This is 
the second potential source of variation of αct .

A stable criterion on a stable population

Choosing a selection criterion that makes αct
*  

constant over time eliminates one of the sources 

of variation of αct , to a certain extent. αct
*  is 

fixed when the true cohorts contain the same 
individuals at each date. Two conditions are 
required: that cohorts are constructed on a sta‑
ble population and on the basis of a stable crite‑
rion (otherwise it would mean that the profile of 
the individuals might change over time).

Year of birth is obviously an example of a 
selection criterion that corresponds to a stable 
characteristic of the individuals. In this case, 
generations of individuals are followed. This 
criterion is frequently used in pseudo‑panel esti‑
mations. The term cohort does not imply that 
only this criterion is valid (some authors use the 
term “cell”). Other groupings are possible and 
several criteria can be combined. For example, 
Bodier (1999) constructs cohorts based on the 
generation and higher education level to study 
the effects of age on the level and structure of 
household consumption. Conversely, a selec‑
tion criterion based on earnings or the labour 
market status would not be relevant a priori 
because, for a given individual, it is likely to 
change over time 4.

However this condition of criterion stability at 
the individual level is not sufficient. The cohort 
itself must not change over time either. This 
issue is particularly crucial for repeated survey 
data on different samples. In a survey, individ‑
uals with a particular profile form a sample of 
the entire cohort of interest. However in some 
cases, their representation in the survey may 
vary depending on the criteria applied to con‑
struct the cohort. For example, let us assume 
that cohorts are defined on the basis of the year 
of birth. Depending on the date of the survey, 
the different generations will be represented 
to varying degrees. They will progressively 
enter the cohort as they reach the minimum age 
required to be surveyed (or when young people 
form new households), whereas the oldest indi‑
viduals will gradually leave (death, entry into 
retirement homes or care institutions if out of 
the scope of the survey). It is important to be 
aware of these composition effects for analysis 
if they are linked to the variable of interest. For 
example, let us assume that we are interested in 

4. In practice, there are cases where pseudo‑panels have been 
constructed using criteria that are unstable over time. The rele‑
vance of such pseudo‑panels must be discussed on a case by 
case basis. For instance, Marical and Calvet (2011) construct a 
pseudo‑panel based on household age to estimate fuel price 
elasticities. As age is not a stable characteristic of individuals, 
even with panel data, the cohorts would not contain the same 
individuals. However, a pseudo‑panel by age can be used to fol‑
low households that do not age, and where the family composi‑
tion (which is linked to fuel consumption) changes little over time.
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the profile of the income of successive genera‑
tions. Life expectancy and income are partially 
correlated (for example, see Blanpain, 2011). At 
an advanced age, individuals with the highest 
income are therefore overrepresented among 
the “surviving” individuals of a single genera‑
tion. A cohort analysis that following a genera‑
tion could suggest that the income of individuals 
from this generation increases with age, which 
might not be the case. In practice, a case by 
case analysis is necessary to assess whether the 
cohorts represent a stable population over time, 
even if it means limiting the scope of the analy‑
sis. For example, in a study on the effects of age 
and generation on the level and structure of con‑
sumption, Bodier (1999) limited the population 
to individuals aged 25 to 84, considering that 
households composed of people beyond these 
limits may no longer be representative of the 
population of their generation.

It has to be underlined that this problem is not 
specific to pseudo‑panels, but it is particularly 
obvious when cohorts are followed over long 
periods where these entry and exit phenomena 
(entries onto the labour market, leaving the par‑
ents’ home, business creation, death, migration, 
etc.) are likely to occur. However, unlike tradi‑
tional panel data, attrition problems associated 
with the difficulty of following identical indi‑
viduals over time (due e.g. to moving, refusal 
to answer the next wave of a survey,…) are not 
an issue.

Large enough cohorts…

The principle of pseudo‑panels is to construct 
cohorts, i.e. profiles, that group together indi‑
viduals with behaviours considered to be sim‑
ilar. This assumption is even more plausible if 
precise profiles are defined. However, this can 
come at a cost, especially with survey data. 
The smaller the cohort, the greater the extent 
of errors when measuring empirical means yct �
and xct  and the greater the temporal variability 
of the means of individual effects αct . There 
will also be even more bias and imprecision 
issues with the standard estimator (within esti‑
mator) covered earlier (for further details, see 
“Measurement error model” and Appendix B).

Bias and imprecision of estimators can be lim‑
ited by increasing the size of cohorts. In practice 
in empirical studies, it is generally considered 
that 100 individuals per cohort is enough to 
ignore sampling errors (and therefore simplify 
the estimation). This choice is based in particu‑
lar on the studies of Verbeek and Nijman (1992, 

1993). Using simulated data, they conclude  
that the assumption is reasonable (in the sense 
that the resulting bias is not too high) for cate‑
gories with at least 100 individuals. However, 
they recommend cohorts twice as large to sig‑
nificantly reduce the risk of bias.

…while conserving variability 

The larger the cohorts, the lower the extent of 
measurement errors and the bias and impreci‑
sion of the estimators that they generate. But 
the cohorts’ size is not the only parameter to be 
taken into account. It is quite easy to see that 
for a given sample size, forming large cohorts 
means that the number of observations used 
for the pseudo‑panel model will be reduced. 
For example, let us assume that the cohort is 
built on the criterion of the year of birth but 
that the repeated cross‑sectional data contain 
few people from one generation at each date. 
To reduce potential sample fluctuations, one 
typical solution is to increase the size of the 
cohorts by broadening the generations (e.g. by 
five‑year age brackets). However in this case, 
the variability of observations at a given date 
is reduced, as the final number of useful obser‑
vations decreases. Grouping close but different 
generations also means that the variability of 
these means is reduced over time. These two 
elements (number of observations used for the 
estimation, low variability) are both factors that 
traditionally reduce the precision of the final 
estimator. Intuitively, the smaller the number of 
observations, the less precise the estimation is. 
However, it is also necessary to observe differ‑
ent values of the variables of interest (that is, to 
be able to observe their variation over time), in 
order to assess how strongly they are correlated. 
This reflects a classic bias‑variance tradeoff. 
Forming large cohorts limits the bias of the esti‑
mator but causes variability to be lost, which 
reduces the precision of the estimators. Verbeek 
and Nijman (1992) show that the bias of the 
within estimator traditionally used (see below) 
can be large if the inter‑temporal variability is 
low in relation to the measurement errors, even 
when the cohorts are large.

In short, a good selection criterion must: (1) be 
a characteristic that does not change over time 
on an individual basis, define a stable (sub‑)
population, and result from a tradeoff so that (2) 
large enough cohorts can be formed (3) with‑
out losing too much variability. These various 
constraints highly limit the choice of cohort 
selection criteria. In practice, many studies use 
the year of birth as this criterion meets many of 
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these requirements, is often available in survey 
data and is stable. Furthermore, depending on 
the size of cross‑sectional samples, close gener‑
ations can be grouped to create larger or smaller 
cohorts. Finally, it is important to remember 
that this dimension is of interest itself in many 
studies. The cohort effect can then be directly 
interpreted as a generation effect, which can be 
interesting to study. In life‑cycle analysis in par‑
ticular, grouping individuals by generation pre‑
serves variability on the “age” variable.

Estimation of pseudo‑panel 
models

When the cohort selection criterion has the qual‑
ities required to consider model (2) as a fixed 
effects model, the parameters are generally esti‑
mated based on standard panel data estimation 
techniques. In practice, the estimated model is 
therefore:

y xct ct c ct= + +β α ε    (3)

c = 1    t = 1,…,T 

We apply a within transformation evoked above, 
in which, for each cohort, the various variables 
are centred on the mean of the observed values 
for the cohort, for all the observation dates. We 
therefore regress y yct c−  on x xct c− , where for 

each variable z, z
T

zc
t

T

ct=
=
∑1

1
. The within esti‑

mator is obtained:
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(4)

This allows us to deduce the following cohort 
effect estimator:

α β� �
c c c Wy x= −  (5)

In practice, the within estimator is obtained by 
carrying out first a within transformation then 
calculating the least squares estimator on these 
centred variables. However, this has to be done 
carefully because, as transformed variables are 
being used, the standard estimator of the var‑
iance obtained with the ordinary least squares 
procedure does not correspond directly to the 
unbiased estimator of the variance of the within 
model. It underestimates it. A multiplying factor 

(CT – K) / (CT – C – K) needs to be taken into 
account, where C is the number of cohorts, T the 
number of observation dates and K the number 
of explanatory variables. In SAS, the Bwithin 
macro written by Duguet (1999) takes this prob‑
lem into account (for other Stata and R proce‑
dures, see Guillerm, 2015).

The within estimator is obtained in the same 
way – either by including cohort dummies or 
via instrumentation. Including cohort dummies 
in model (3) can be used to directly obtain the 
fixed effects estimators5, which sometimes are 
of interest in themselves. In a life‑cycle analysis 
where cohorts consist of generations, the gener‑
ation effect could be estimated directly. Again, 
it is important to be careful, since the estimation 
of these fixed effects will lack precision if the 
number of periods is not large enough.

Moffitt (1993) proposes an alternative estima‑
tion method using instrumentation. He shows 
that the within estimator (4) of the pseudo‑panel 
model technically corresponds to the two‑stage 
least squares estimator on individual data 
(explanatory variables and cohort dummies), 
where all cohort‑time interaction dummies 
would be used as the instrument. The formal 
proof is provided in Appendix A. In order to 
understand the intuition, remember that in the 
first step of the two‑stage least squares proce‑
dure the explanatory variables are projected 
onto the instruments. The projection of xit onto 
cohort ‑ date interaction dummies corresponds 
exactly to the empirical mean xct , where c is the 
cohort to which individual i belongs. The sec‑
ond step involves replacing the instrumented 
variables in the initial model with their pro‑
jection, in this case regressing yit on xct  and  
the cohort dummies. The estimator obtained is 
the same as the within estimator (4).

This can simplify the estimation, because we 
are working directly on the individual data. 
This analogy also serves as a basis for extend‑
ing pseudo‑panels to dichotomous models (see 
“Estimation of dichotomous models”). Another 
advantage of this approach is that other types 
of more parsimonious instruments can be used. 
For example, if the year of birth is adopted, a 
function of the year of birth (e.g. a polynomial 
function) can be used to build the instrument 

5. Direct estimation of the fixed effects is not recommended with 
individual data as it requires estimating an extensive number of 
parameters. For pseudo‑panels, the number of cohorts is gene‑
rally limited. If each cohort has approximately 100 individuals, the 
number of fixed effects to estimate in the pseudo‑panel model is 
divided by as much in relation to the panel model.
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rather than dummy variables associated with a 
partition of the years of birth.

This approach can also be used to find the cri‑
teria for grouping individuals in cohorts6. Two 
conditions are required to construct a good 
instrument. It must first be correlated with the 
explanatory variables. This is due to the fact that 
cohorts must have enough variability to allow 
the estimation of the model at the aggregated 
level of cohorts. To understand the underlying 
intuition, we can use the extreme case where 
these cohort‑date interaction dummies would 
be completely independent from the model’s 
explanatory variables (i.e. that the distribution 
of these explanatory variables is identical at 
each date and from one cohort to another). In 
this case, the empirical means of these variables 
at a date and cohort level are very similar, which 
means that the model cannot be estimated. The 
other feature of a valid instrument is that it must 
not be correlated with the unobserved determi‑
nants of the variable of interest. Moffitt shows 
that this property is proven if the cohorts are 
constructed on the basis of a stable criterion and 
when the size of the cohorts tends to infinity.

Beyond the estimation itself, several remarks 
can be made, The first of which concerns the 
choice of explanatory variables. In the standard 
fixed effects linear model, only the parameters 
associated with variables that are not constant 
over time can be identified: the fixed effect 
“absorbs” the effect of constant variables. In 
a pseudo‑panel model, the aggregation into 
cohorts artificially creates variability and gives 
the impression that the parameters associated 
with the fixed characteristics are identifiable. 
For example, a variable that is constant on an 
individual level such as the dummy variable 
“being a woman” becomes “the proportion 
of women in the cohort c on the date t” in the 
pseudo‑panel data. The observed temporal var‑
iations (normally low) are only due to sampling 
errors. Introducing these types of variables in 
the analysis is therefore not recommended.

Some additional technical points

This section provides two extensions to the 
standard way of handling technical issues 

with pseudo‑panel estimations: taking into 
account (1) the heteroscedasticity of residual 
terms and (2) the heteroscedasticity of measure‑
ment errors in the estimation. The models pre‑
sented so far are only suitable if the variable of 

interest is continuous. With discrete variables, 
specific methods need to be used. An introduc‑
tion to this aspect is presented in a third section.

Heteroscedasticity in pseudo‑panels

In practice, cohorts vary in size from one to the 
other and for a given cohort, between one date 
and another. These size variations may result in 
heteroscedasticity in model (2). As the precision 
of the estimator directly depends on this number, 
varying degrees of error terms are introduced 
depending on the cohorts. In the presence of het‑
eroscedasticity, the within estimator (4) is unbi‑
ased but the estimator of its precision is biased 
and the statistical tests are therefore invalid.

The efficient within estimator is obtained by 
weighting the observations by the cohort’s size, 
which means a least squares estimation of the 
following model:6

n y n x n nct ct ct ct ct c ct ct�= + +β α ε  (6)

Just as with the homoscedastic model, K + C 
parameters need to be estimated. This estima‑
tion is easy to implement unless the number 
of cohorts is too large, in which case a within 
transformation is generally used with the aim of 
eliminating the fixed effects before estimation. 
However in this model, a standard within trans‑
formation will not eliminate the cohort dummies 
because the weight assigned to each cohort (nct) 
varies over time. Gurgand et al. (1997) show 
that in this case the efficient within estimator is:

βWP X WDW X X WDW y= ( )( ) ( )( )− − −' '
1

 (7)

where X a matrix of dimension CT × K stacks 
the line vectors xct , y a vector of dimension CT  
stacks the values yct �, (WDW)– is the generalised 
inverse of the matrix WDW, with W the stand‑
ard within matrix of dimension CT and D the 
diagonal matrix where the diagonal elements 
are 1

nct
.

Measurement error model

The estimation methods presented in the sec‑
tion above do not take into account the fact that 
the true intra‑cohort means noted yct

* � and xct
* �

6. For more information, see Moffitt (1993) and Verbeek (2008).
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are measured with errors using the means cal‑
culated on the sample (noted yct � and xct). As 
stated above, these measurement errors pose 
two problems: Error in the explanatory varia‑
bles, results in biased estimators and error in 
the variable of interest as well as the variability 
of the cohort effect over time reduce the pre‑
cision of the estimators. The estimation tech‑
niques presented above are implicitly based on 
the assumption that measurement errors can be 
overlooked. Otherwise, appropriate techniques 
are required. The estimators of model (2) pro‑
posed by Deaton (1985) therefore rely on meas‑
urement error models that take this problem 
into account. He adapts Fuller’ theory (1986) to 
pseudo‑panel estimation.

We write uct and vct, the measurement errors:

y y uct ct ct= +*

x x vct ct ct= +*

When they are integrated into model (2), we 
obtain:

y xct ct c ct�= + +β α ε    (8)

c = 1,…,C  t = 1,…,T    

where ε ε βct ct ct ctu v= + −* . We show that this 
residual value is correlated to xct .

The estimator of the parameter β proposed by 
Verbeek and Nijman (1993) relies on a paramet‑
ric specification of the measurement error and 
its correlation with the variable of interest (for 
more information, see Appendix B). It gives:

� �β = −( ) −( ) − − × ∑



= =

−

=

∑∑1 1 1

1
1 1

1

1

CT
x x x x T

T n

CT

c

C

t

T

ct c ct c

c

C

'

∑∑∑
=

−( ) −( ) − − ×



t

T

ct c ct cx x y y T
T n1

1 1' σ�

(9)

∑ and σ correspond, respectively, to the vari‑
ance‑covariance matrix of measurement errors 
in xct

* � and to the covariance between measure‑
ment errors in xct

* � and yct
* �. They are generally 

not known. Deaton suggests estimating them on 
the individual data:

∑ = ∑
= =

∑∑ 

1
1 1CT c

C

t

T

ct  (10)

where ∑ =
−

−( ) −( )
∈
∑

ct
i c t

it ct it ctn
x x x x1

1 ,

'  

σ σ =
= =

∑∑1
1 1CT c

C

t

T

ct

  
(11)

where σct
i c t

it ct it ctn
x x y y=

−
−( ) −( )

∈
∑1
1 ,

'  

Several types of convergence can be considered 
in the case of pseudo‑panel estimations as sev‑
eral parameters come into play: N the number of 
individuals observed at each date, C the number 
of cohorts, nct the size of cohorts and T the num‑
ber of observation dates. 

Intuitively when the cohorts’ size increases, 
the larger the cohorts, the more the intra‑ 
cohort means – that is, the estimators of the true 
intra‑cohort means – are precise. Measurement 
errors become negligible and we find the stand‑
ard within estimator. 

The within estimator has an asymptotic bias 
when the size of cohorts is fixed but a lower 
variance than the Verbeek and Nijman estimator 
(for more information, see Verbeek & Nijman, 
1993). This reflects again a classic bias‑vari‑
ance tradeoff. 

Estimating dichotomous models

The previous estimators are only suitable for 
linear models and not when the variable of 
interest is binary. For this, specific estimation 
techniques need to be used. With panel data, 
switching from linear to non‑linear estimation 
of a fixed effects model is in itself difficult. 
The use of pseudo‑panels makes the estimation 
even more complex. To date, few studies have 
implemented the estimation methods developed 
for such models. Only the broad principles are 
given here. 

The model to be estimated appears in the fol‑
lowing form:

y xit it i it�= + +β α ε     (12)

i = 1,…,N   t = 1,…,T 

where yit  is a latent variable (unobserved). 
The value of the observed binary variable yit 
is 1 if yit  is positive and 0 otherwise. xit is a 
vector of explanatory variables, αi is an indi‑
vidual fixed effect and εit an error term which 
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is generally assumed to follow a logistic or a 
normal distribution. 

As in the linear case, the goal is to estimate a 
fixed effects model. With panel data, there are 
two standard estimation techniques: the condi‑
tional logit which consists in transforming data 
to eliminate the fixed effect (see, for example, 
Davezies, 2011) or the Chamberlain approach, 
(Chamberlain, 1984).

The Chamberlain approach is the starting point 
of the estimation method using pseudo‑panel 
data proposed by Collado (1998). It consists in 
writing the relationship between the individual 
fixed effect and the covariates:

α λ λ θi i iT T ix x= +…+ +1 1  (13)

where E x xi i iTθ | , ,1 0…( ) = .

Substituting (13) into (12) gives the reduced 
form:

y x xit i t iT tT i it= +…+ + +1 1π π θ ε   (14)

i = 1,…,N       t = 1,…,T 

where π β λts s= +  if s t=  or π λts s=  otherwise. 
The error term θ εi it+  is not correlated with the 
covariates.

In the absence of panel data, the complete series 
of covariates is not available for a single indi‑
vidual. Model (14) can therefore not be directly 
estimated. Collado (1998) suggests estimating 
this model by replacing in (14) each individ‑
ual value of the covariates xit with the cohort 
mean of the individual’s cohort, i.e. xct . Here 
the cohorts are constructed following the same 
rules as those presented in the linear framework 
(see above). It should be noted that the variable 
of interest yit is not aggregated.

Substituting individual observations with 
the intra‑cohort means of explanatory varia‑
bles introduces measurement errors into the 
model (the sum of the individual deviation,  
the intra‑cohort mean and the sampling error 
mean) and a correlation between the error term 
and the covariates. Collado proposes two esti‑
mators for the β parameter. These estimators are 
calculated in two steps. The first, applied to both 
estimators, involves a quasi‑maximum likeli‑
hood estimate of the πts parameters. The two 

proposed estimators of the β parameter are then 
deduced from the estimator of the πts parame‑
ters. One is calculated by minimum distance 
and the other by doing a within transformation 
on the data. The within estimator has the advan‑
tage of being easier to calculate but is not effi‑
cient, unlike the minimum distance estimator.

Moffitt (1993) proposes an alternative esti‑
mation technique, based on the parallel drawn 
between pseudo‑panel estimation and instru‑
mentation (see above). In the linear framework, 
estimating the model using the pseudo‑panel 
method is equivalent to instrumenting using 
cohort‑date interaction dummies. Moffitt pro‑
poses this same instrumentation to estimate 
model (12).

An example of pseudo‑panel 
application: effect of age and 
generation on household wealth

There are many examples of pseudo‑panels 
being used in econometric work on con‑

sumption (e.g. Gardes et al., 2005; Marical & 
Calvet, 2011) and in life‑cycle analysis (see 
box). Here we propose a basic application of 
pseudo‑panel methods to estimate age effects 
on household wealth. This application is highly 
simplified with respect to the issue of wealth 
accumulation and is only meant to provide a 
practical example of these methods. A more 
comprehensive analysis of this issue can be 
found in Lamarche and Salembier (2012).

We will use the French Household Wealth sur‑
veys (enquête Patrimoine), conducted every six 
years since 19867, which provides five observa‑
tion dates (1986, 1992, 1998, 2004 and 2010). 
In the survey, households are asked about their 
real estate, financial and professional assets. 
The sum of these assets provide the gross 
wealth (calculated in constant 2010 Euros). In 
2010, the survey underwent major changes to 
better assess households’ wealth. In particular, 
the categories of households with the highest 
wealth were oversampled and assets such as 
cars, household equipment, jewellery, and art‑
work were taken into account. To avoid bias‑
ing the changes between 2004 and 2010, these 
methodological changes were for the most part 
neutralised in the wealth calculations.

7. In 1986 and 1992, the name of the French Household  Wealth 
survey was enquête Actifs financiers.
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To briefly describe the issue, the aim is to 
study saving patterns at different ages. In the 
initial version put forward by Modigliani and 
Brumberg (1954), the life‑cycle theory assumes 
that people adopt an intertemporal approach to 
allocating their income. Over their lifetimes, 
they experience three periods during which 
their earnings, and their savings and consump‑
tion behaviours differ. At the beginning of 
their career their income tends to be low and 
they spend more than they earn (dissaving). 
Then, throughout their career, their income 
increases, they save and accumulate wealth 
as they prepare for their income to drop when 
they retire. Wealth accumulation therefore fol‑
lows a bell curve pattern with age. It is difficult 
to test the life‑cycle theory, by estimating for 
instance changes in wealth with age. This type 
of estimation would require the same individ‑
uals to be followed over a very long period, 
which is quite impossible. As stated earlier, a 
cross‑sectional estimation would not be rele‑
vant since it does not allow the distinction to 
be made between the effects of age and gener‑
ation. With this very simple case of estimating 

the effect of age, the next two graphs can be 
used as a starting point for a typical explora‑
tory approach. Each Household Wealth survey 
is used to represent the change in mean gross 
wealth according to age (Figure I). The profiles 
obtained seem to confirm the life‑cycle theory 
beyond a doubt. A bell curve is obvious with 
an increase in gross wealth until about 60 years 
of age, followed by a drop. However, part of 
this profile can be explained by the fact that 
different generations are observed at each date. 
Economic context, the age at which people 
begin working, and taxes are all characteristics 
shared by the individuals of a same generation 
that have an effect on accumulated household 
wealth. They also explain differences in wealth 
at the same age between different generations. 
Long term data are required to separate these 
two effects.

To attempt to capture this “generation” dimen‑
sion, all the surveys are stacked so as to obtain 
observations for individuals from identical 
generations at different dates (and therefore 
different ages). We obtain five observations, 

Figure I
Household wealth according to age in 1986, 1992, 1998, 2004 and 2010
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Reading note: respondents of the 2010 Household Wealth Survey had an average wealth of 278 156 at age 48 to 52. The centre of each 
age group is represented on the x‑axis (e.g. 65 for the 63‑67 age group).  
Coverage: households residing in France (excluding Mayotte).
Source: Insee, Household Wealth Surveys (enquêtes Patrimoine), 1986 to 2010.
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corresponding to the average wealth at five 
different ages for almost all the generations 
(except for the youngest or oldest). In theory, 
one profile for all the generations, defined by 
year of birth, could be represented. However in 
practice, we are confronted with the problem 
that in a survey sample, the number of individ‑
uals from a given generation is not very high. 
These estimations are therefore very impre‑
cise. To offset this problem, we define cohorts 
as the grouping of adjacent generations (five in 
Figure II).

Figure II shows, for each cohort, the profile of 
wealth accumulation by age. It is very differ‑
ent from the profile presented using only the 
cross‑sectional dimension. Contrary to what  
Figure I suggests, wealth continues to grow 
well over the age of 60. As underlined by 
Lamarche and Salembier (2012), several 

factors explain this stylised fact. Even beyond 
retirement, households may want to save in 
order to leave an inheritance or simply build 
up contingency savings (should they become 
dependent). Furthermore, the most elderly 
may decide not to sell their real estate assets 
to avoid moving and the particularly high cost 
that this entails (see Angelini & Laferrère, 
2012). It should also be highlighted that the 
accumulation of wealth with age partially 
results from changes in generation composi‑
tion observed at extreme ages. The scope of 
the survey only examines private households 
and therefore does not include elderly people 
in retirement homes. Wealthier households 
also have a longer life expectancy than others 
(and likely more assets).

Figure II compares the average wealth of 
different cohorts at the same age. There are 

Figure II
Household wealth according to age from one generation to another 
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age group is represented on the x‑axis (e.g. 65 for the 63‑67 age group).  
Coverage: households residing in France (excluding Mayotte).
Source: Insee, Household Wealth Surveys (enquêtes Patrimoine), 1986 to 2010.
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sometimes significant differences. The verti‑
cal deviation between the curves corresponds 
to the generation effect and a period effect. 
For example, let us assume that these period 
effects, which correspond to the increase in 
household wealth over time (again, we are 
working in constant 2010 Euros to avoid 
including inflation) are negligible. This 
resolves the problem of identifying age, 
cohort and period effects (see Box). Under 
this assumption, the graph suggests that, at the 
same age, each generation has accumulated 
more wealth than the previous. The difference 
is considerable between generations born in 
the 1950s who experienced the post‑World 
War II economic boom (1945‑1975) and pre‑
vious wartime generations. The decrease in 
wealth after the age of 60 observed in Figure I 
likely stems more from significant differences 
in wealth between these two generations than 
dissaving at retirement.

Pseudo‑panel econometric modelling provides 
a more accurate quantification of the age effects 
seen in Figure II. It is based on a model written 
out on an individual basis, as follows:

log
, , , ,
Pat age age

i N t T
it it it i it= + + +

= … = …
β β α ε1 2

2

1 1
 

(15)

log Patit is the logarithm for the wealth of 
the individual i on date t, ageit is their age on 
date t. Let us assume here that the effect of age 
on wealth is identical for all generations and 

that it has a quadratic profile8. αi is an indi‑
vidual fixed effect. It estimates the impact of 
unobserved fixed characteristics of individual 
i on his/her wealth.

The pseudo‑panel model that is estimated in 
practice is as follows:

log

, , , ,

Pat age age

g G t T
gt gt gt g gt( ) = + + +

= … = …

β β α ε1 2
2

1 1
 
(16)

where for each variable z, z E z i g tgt it= ∈( | , ).  
These values are not observed. They are esti‑

mated by the intra‑cohort means z
n

zgt
gt i g t

it=
∈
∑1
,
�� 

calculated from available data, where ngt is the 
number of individuals of cohort g observed on 
date t.8

Two practical remarks need to be made. The 
first concerns the composition of the sample. 
The estimation relies on the fact that αgt  is 
fixed over time. This can be called into ques‑
tion. As mentioned above, for the oldest gen‑
erations, two composition effects come into 
play. First, the wealthiest households have a 
longer average life expectancy, and secondly, 

8. The accumulation of wealth with age between different 
generations only differs in level. The model could be made 
more complex by integrating interaction terms between age 
and generation.

Box

Age, coHort And period effects

Simultaneously estimating an age, cohort and period 
effect is a recurring problem that already existed 
before pseudo-panels, but which is raised in the same 
way for individual data and pseudo-panel data. The 
difficulty stems from the collinearity between the three 
variables (age + cohort = period), i.e. from the fact that 
individuals of the same age and the same generation 
cannot be observed at different dates.

It is generally resolved by treating age, cohort and 
period effects as additive. The model therefore sim-
ply includes a set of age, cohort and period dummies 
without interaction terms. This additivity assump-
tion is significant. It leads us to assume that the age 
effect, for instance, is common to all generations. In 
the case of this model, the literature proposes two 

primary solutions for resolving the identification prob-
lem. The first involves imposing identifying constraints 
on the model (in addition to the nullity of a coefficient 
for each dimension and an identifying constraint 
in the presence of a constant in the model). Mason  
et al. (1973) show that we can simply assume that 
two coefficients from a single dimension (age, cohort, 
or period) are equal. Different identifying constraints 
lead to different estimations and must be discussed 
on a case by case basis. Rodgers (1982) disagrees 
with this practice and proposes replacing one of the 
effects with variables that correlate with it, for example 
macro-economic variables in the place of the period 
effect. Readers interested in this issue may refer to 
Hall et al. (2007) for a literature review on the subject, 
or Yang and Land (2013).
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the Household Wealth survey does not survey 
people in retirement homes. On the other end, 
the Household Wealth survey only includes 
a small number of very young households, 
which are probably very specific. To work on a 
stable population, we limit ourselves to house‑
holds over the age of 26 and under 809. The 
second remark concerns the size of cohorts. 
Cohorts group together several successive 
generations. Limiting the number of these suc‑
cessive generations reduces the risk of aggre‑
gating heterogeneous behaviours. However 
this means that estimations are based on very 
few observations per cohort and therefore risk 
being very imprecise. To illustrate this issue, 
the model was estimated using relatively broad 
cohorts (three, five and ten years) (Table C1 in 
the Appendix).

The table below shows the results of pseu‑
do‑panel estimations. For comparative pur‑
poses, the results obtained from cross‑sectional 
regression (the data from the five succes‑
sive surveys are stacked) and the estimations  
taking measurement errors into account are 
also presented.

Figure III shows the effect of age on wealth 
as estimated using both the cross‑sectional and 
pseudo‑panel approaches10. The two estima‑
tions show a bell curve relationship between 
wealth and age. From cross‑sectional data, we 
estimate that wealth begins to decrease at age 
58. The pseudo‑panel estimation gives a much 
higher turning point, around age 70. So when 
the generation effect is taken into account, the 
decrease in wealth is observed much later than 
a cross‑section approach suggests.910

As the model is log‑linear, 100 x [exp(αg) ‑ 1], 
where αg is the coefficient associated with the 
generation g in the model (Table C2 in the 
Appendix and Figure IV below), corresponds 
to the effect on wealth (measured in %) of 
belonging to generation g rather than to the 

9. Furthermore, as means are sensitive to extreme values, 
some very high net worth households were removed from the 
analysis. The few observations corresponding to zero net worth 
were also removed since logarithm modelling is used.
10. The polynomial of degree 2 is therefore represented: 
β β β0 1 2

2+ +age age  where the coefficients are estimated from 
cross‑sectional data and pseudo‑panel data.

Table
estimation of age effects

 
 
 

Pseudo-panel Estimations

Cross-sectional data 3-year generations 5-year generations 10-year generations

Within estimator

Intercept 4.59*** 4.80*** 4.65*** 4.89***

  (0.127) (0.383) (0.437) (0.542)

age 0.223*** 0.197*** 0.199*** 0.193***

  (0.0052) (0.0142) (0.016) (0.0212)

age2 - 0.0019*** - 0.00140*** - 0.00136*** - 0.00136***

  (0.0000493) (0.000135) (0.000145) (0.0002)

 
 

Measurement error model

Verbeek and Nijman estimator (9)

Intercept 4.63*** 5.05*** 5.63***

  (0.279) (0.307) (0.398)

age 0.203*** 0.187*** 0.162***

  (0.0104) (0.0127) (0.0172)

age2 - 0.00143*** - 0.00128*** - 0.00102***

  (0.000092) (0.00012) (0.00016)

Number of observations 43 117 94 57 31

Note: the constant is calculated using the birth years 1951‑1953 as the baseline generation for 3‑year generations, 1953‑1957 for 5‑year 
generations and 1953‑1962 for 10‑year generations. Standard deviations were calculated by bootstrapping for the measurement error 
model. 
***. **. * indicate the significance level of the coefficients at 1%, 5% and 10% respectively. The number of individuals observed in the 
different generations is presented in Table C2 in the Appendix.
Coverage: households residing in France (excluding Mayotte).
Source: estimation based on the French Household Wealth Surveys (enquêtes Patrimoine).
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Figure III
Household wealth according to age as estimated by models 
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Reading note: at 65, the gross wealth logarithm as estimated by the pseudo‑panel model is 11.87.  
Coverage: households residing in France (excluding Mayotte).
Source: estimation based on the French Household Wealth Surveys (enquêtes Patrimoine).

1951‑1953 generation (generation of refer‑
ence). For example, being born between 1939 
and 1941 rather than between 1951 and 1953 
has a negative effect on household wealth, esti‑
mated at 100 x [exp(– 0.44) – 1] = – 35.6%.  
We estimate that between the 1939‑1941 and 
1951‑1953 generations, household wealth 
increased on average by 3.7% annually. Its 
growth then slowed down.

The sensitivity of estimations to the cohort 
grouping criteria does not seem too high in this 
case. Figure IV shows the generation effects 
estimated using the pseudo‑panel methods 
based on three ranges chosen to construct the 
generations. Unsurprisingly, the greater the 
range, the smoother the profile. In all cases, 
we observe a significant increase in the wealth 
of successive generations until the baby‑boom 
generations, followed by stagnation. For the 
youngest generations, the diagnosis seems to 

diverge depending on the selection criteria, 
but these changes are never significant (see 
Table C2 in the Appendix). This uncertainty 
stems from the fact that estimations are based 
on smaller samples (these generations are not 
observed in the older surveys), as shown in 
Table C1 (Appendix C). It can also be seen 
that, as expected, the precision of the esti‑
mators of coefficients β1 and β2 is greater for 
three‑year generations than for five or ten‑year 
generations.

The Verbeek and Nijman estimator, which takes 
into account measurement errors, was also cal‑
culated directly with the estimator formula. 
As the estimator formula suggests, in theory, 
the direction of bias is not known and changes 
depending on the range adopted to define the 
generations. The estimations differ little from 
those obtained with the within estimator, except 
for the 10‑year generations. 
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Figure IV
generation effects estimated using the pseudo‑panel method 
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Reading note: the generation effect estimated by the pseudo‑panel model (3‑year generation) for the 1939‑1941 generation is – 0.44, 
which corresponds to 35.6% lower gross wealth than the baseline generation (1951‑1953). The grey area corresponds to a 5% 
confidence interval.   
Coverage: households residing in France (excluding Mayotte).
Source: estimation based on the French Household Wealth Surveys (enquêtes Patrimoine).
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appEndix ___________________________________________________________________________________

A. pseudo‑pAnel And instrumentAtion

Moffitt (1993) shows that estimation using the 
pseudo-panel approach and estimation by instrumen-
ting using cohorts-date interaction dummies provide  
the same estimator.

Estimation via two-stage least squares follows the fol-
lowing two steps:

Step 1: Projection of explanatory variables onto the ins-
trument.

If the individual fixed effect αi is written as the sum 
of a fixed effect cohort αc and an individual deviation 
vi i c= −α α , model (1) would be as follows:

y x vit it c i it= + + +β α ε  (17)

xit is potentially correlated to vi. Therefore, xit is ins-
trumented using cohort indicators in interaction with  
the time indicators. The first step is to project xit onto the 
instrument. The predicted value of xit in this regression 
corresponds to the intra-cohort mean xct.

Step 2:

xit is replaced by its predicted value in (17). yit is therefore 
regressed on xct and the cohort indicators, which gives 
the same estimator as the within estimator (4).

B. detAils on tHe estimAtion of tHe pArAmeters of A meAsurement error model

xct and yct are observations with errors of the true 
intra-cohort means xct

*  and yct
* . uct and vct are the mea-

surement errors:

y y uct ct ct= +*  (18)

x x vct ct ct= +*  (19)

They are assumed to be normally distributed:
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where n is the size of the cohorts.

Integrating (18) and (19) into model (2) gives:

y xct ct c ct= + +β α ε       c = 1,…,C      t = 1,…,T  (21)

where ε ε βct ct ct ctu v= + −* . 

The correlation between this residual value and the 
covariates gives:

E x
nct ct

'
ε σ β( ) = − ∑( )1

In general it is not zero. The estimator of the least 
squares of yct on xct is therefore biased.

Model (21) is a fixed effects model. After a within trans-
formation, model (21) becomes:

y y x xct c ct c ct c− = −( ) + −β ε ε   where  ε εc
t

T

ctT
=

=
∑1

1

 (22)

We show that:
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From this equation, an expression of β is deduced:
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Estimator (9) is the empirical counterpart of this  
expression.

When only the explained variable is observed with 
error, the within estimator is without bias but it is less 
precise than a model without measurement errors. 
When the measurement error only relates to the 
explanatory variables, it leads to an attenuation bias 
(the absolute value of the within estimator converges 
towards a lower value than the absolute value of para-
meter β).
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c. ApplicAtion of pseudo‑pAnels to tHe frencH HouseHold WeAltH survey 
(enquête Patrimoine)

Table C1
cohorts’ size

3-year generations

Generation  
(year of birth)

Year

1986 1992 1998 2004 2010

1886-1911 267

1912-1914 191 124

1915-1917 109 132

1918-1920 179 268 153

1921-1923 321 431 375

1924-1926 278 502 397 228

1927-1929 305 544 440 421

1930-1932 301 498 469 444 336

1933-1935 282 522 512 468 555

1936-1938 287 426 456 413 593

1939-1941 284 430 488 445 569

1942-1944 317 481 502 392 704

1945-1947 372 614 654 467 804

1948-1950 408 727 728 562 894

1951-1953 391 683 680 570 838

1954-1956 373 731 626 554 756

1957-1959 292 704 652 560 774

1960-1962 77 569 582 544 723

1963-1965 407 582 552 743

1966-1968 124 465 506 654

1969-1971 463 511 599

1972-1974 132 426 541

1975-1977 367 414

1978-1980 112 396

1981-1983 290

1984-1986 85

Reading note: in the 1986 French Household Wealth Survey, 373 individuals born between 1954 and 1956 were surveyed.
Coverage: households residing in France (excluding Mayotte).
Source: Insee, French Household Wealth surveys (enquêtes Patrimoine).
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5-year generations

Generation (year 
of birth)

Year

1986 1992 1998 2004 2010

1886-1912 344

1913-1917 223 256

1918-1922 391 551 395

1923-1927 477 831 672 359

1928-1932 516 861 767 734 336

1933-1937 476 787 804 744 964

1938-1942 478 742 815 707 954

1943-1947 588 944 993 734 1307

1948-1952 678 1181 1192 938 1457

1953-1957 615 1213 1068 964 1295

1958-1962 248 1020 1008 888 1233

1963-1967 531 915 877 1209

1968-1972 727 842 1000

1973-1977 643 742

1978-1982 112 598

1983-1987 173

Reading note: in the 1986 French Household Wealth Survey, 615 individuals born between 1953 and 1957 were surveyed.
Coverage: households residing in France (excluding Mayotte).
Source: Insee, French Household Wealth surveys (enquêtes Patrimoine).

10-year generations

Generation (year 
of birth)

Year

1986 1992 1998 2004 2010

1886-1912 344

1913-1922 614 807 395

1923-1932 993 1692 1439 1093 336

1933-1942 954 1529 1619 1451 1918

1943-1952 1266 2125 2185 1672 2764

1953-1962 863 2233 2076 1852 2528

1963-1972 531 1642 1719 2209

1973-1982 755 1340

1983-1993 173

Reading note: in the 1986 French Household Wealth Survey, 863 individuals born between 1953 and 1962 were surveyed.
Coverage: households residing in France (excluding Mayotte).
Source: Insee, French Household Wealth surveys (enquêtes Patrimoine).
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Table C2
estimated generation effects

3-year generations 5-year generations 10-year generations

1886-1911 - 2.09*** 1886-1912 - 1.93*** 1886-1912 - 2.03***

(0.302) (0.281) (0.375)

1912- 1914 - 1.53*** 1913-1917 - 1.65*** 1913-1922 - 1.31***

(0.279) (0.290) (0.210)

1915-1917 - 1.71*** 1918-1922 - 1.37*** 1923-1932 - 0.90***

(0.308) (0.220) (0.151)

1918-1920 - 1.30*** 1923-1927 - 1.08*** 1933-1942 - 0.50***

(0.214) (0.189) (0.125)

1921-1923 - 1.05*** 1928-1932 - 1.04*** 1943-1952 - 0.12

(0.170) (0.171) (0.097)

1924-1926 - 0.94*** 1933-1937 - 0.84*** 1953-1962 ref.

(0.158) (0.160) 1963-1972 0.038

1927-1929 - 0.87*** 1938-1942 - 0.51*** (0.107)

(0.146) (0.152) 1973-1982 0.32*

1930-1932 - 0.83*** 1943-1947 - 0.29** (0.165)

(0.140) (0.138) 1983-1993 0.55

1933-1935 - 0.68*** 1948-1952 - 0.17 (0.485)

(0.132) (0.128)

1936-1938 - 0.49*** 1953-1957 ref.

(0.131) 1958-1962 - 0.089

1939-1941 - 0.44*** (0.134)

(0.127) 1963-1967 - 0.0086

1942-1944 - 0.16 (0.144)

(0.122) 1968-1972 - 0.0089

1945-1947 - 0.17 (0.163)

(0.114) 1973-1977 0.21

1948-1950 - 0.088 (0.197)

(0.109) 1978- 1982 0.0098

1951-1953 ref. (0.239)

1954-1956 - 0.0078 1983-1987 - 0.10

(0.112) (0.324)

1957-1959 - 0.014 1988-1993 - 0.34

(0.114) (0.590)

1960-1962 - 0.042

(0.120)

1963-1965 - 0.035

(0.125)

1966-1968 0.069

(0.136)

1969-1971 0.14

(0.144)

1972-1974 0.13

(0.163)

1975-1977 0.43

(0.187)

1978-1980 0.41

(0.223)

1981-1983 0.16

(0.283)

1984-1986 0.36

(0.493)

Reading note: The estimated coefficient of the 1939‑1941 generation in the model is – 0.44, which means that being born between 1939 
and 1941 rather than between 1951 and 1953 (reference generation) has a negative effect on wealth, estimated at 100 x [exp(– 0.44) – 1] =  
– 35.6 %. ***, **, * indicate a significance level of the coefficients at 1%, 5% and 10% respectively.
Coverage: households residing in France (excluding Mayotte).
Source: Insee, French Household Wealth surveys (enquêtes Patrimoine).
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